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Bandits
K arms

Fort e {1,..., T}

1. Choose arm k; € [K]
2. Receive reward Xj, ; subgaussian with mean i,

3. Observe X, +
Goal: Maximize E[S>]_; Xi, <]

Comparator: maxc[] B[S, Xed] = T 1k
Regret: R = Tk E[Et 1 Xket)

Optimal algorithms achieve R ~ YK} H('O)g (Auer, 2002)
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K arms, M < K choices
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1. Choose M arms ki ¢, ..., ku: € [K]
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Bandits with multiple plays

K arms, M < K choices
Fort e {1,..., T}

1. Choose M arms ki ¢, ..., ku: € [K]
2. Receive reward Z ka + where X+ ~ B(fk)
3. Observe X, .ty s Xigy oot

Goal: Maximize E[>.7; SN 1 Xk, ]

Comparator: T 52( k41 (k)

Regret: R = T h ke M1 M(k) o DD Y 1 Xk 1.t]

Optimal algorithms achieve R ~ YK % (Komiyama,

2015) 4
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K arms, M < K players
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1. Each player m chooses an arm k,: € [K]
2. Each player m receives
Xim.e,t 1{Exactly one player pulls arm ki, ; }

Mkm, ¢t
3. Each player m observes Xy, :Min c.tr Mkt
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Multiplayer bandits

K arms, M < K players
Fort e {1,..., T}

1. Each player m chooses an arm k,: € [K]
2. Each player m receives
Xim.e,t 1{Exactly one player pulls arm ki, ; }

Mkm, ¢t
3. Each player m observes Xy, :Min c.tr Mkt

Regret: R =T S0 s pa1 k) — B[St S0y X ootk .t

log(T)

(Boursier,
Bk — (k)

Optimal algorithms achieve R ~ Zk;1
2019) (Wang, 2020)
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Asynchronous Multiplayer bandits

K arms, M > K players, (p,,)¥_, activation probabilities
Fort e {1,..., T}

1. Each player m chooses an arm k,: € [K]
2. Each player m is active with probability p,,
3. Each player m receives
Xim.o,t 1{Exactly one player is active and pulls arm k. }
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4. Each player m observe Xi, . tMkm.o,tr Mhime,t
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K arms, M > K players, (p,,)¥_, activation probabilities
Fort e {1,..., T}

1. Each player m chooses an arm k,: € [K]
2. Each player m is active with probability p,,
3. Each player m receives
Xim.o,t 1{Exactly one player is active and pulls arm k. }

Mkm, ¢t
4. Each player m observe Xi, . tMkm.o,tr Mhime,t

Regret: R = maxy,,  kyelk] ot ELm_1 X ¢ Mk t] —
Zthl E[Zgﬂ Kt Mhim, ]
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Asynchronous Multiplayer bandits

<

Player 4 receives X3,

Player 1,2 receive 0 but observes 7; ; = 0

10
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Asynchronous Multiplayer bandits

= (Bonnefois, 2017) Selfish algorithms are promising
» (Dakdouk, 2022) O(T3) regret with

11
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Communication model

By (Dakdouk 2022):

Communication abilities
At each t, players can either

1. Attempt to send a message to a gateway
(one player at a time)

2. Listen to messages from the gateway
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Communication model

By (Dakdouk 2022):

Communication abilities
At each t, players can either

1. Attempt to send a message to a gateway
(one player at a time)

2. Listen to messages from the gateway

= Succeeds with probability p,
= Does not cost anything

= We keep count of the number of communication attempts

12
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Communication model

= After 7 attemps a communication fails with probability
(1—pg)”
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. After 7 = — 1081 __ attemps a communication fails with

— log(1—pg)
probability %
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Communication model

= After 7 attemps a communication fails with probability
(1—pg)”

n After 7 = % attemps a communication fails with
log(1—pg)

probability %

= On average after pi attemps, the communication succeeds
g

(Dakdouk 2022): @(pig) expected communication attempts

(at most é(%))

13
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Assumptions

Homogeneous activation probabilities
Vm € [M]> Pm =P
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M, = number of players choosing arm k at time t
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K
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k=1

K
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Define M(t) = (My(t), ..., Mk(t))
M, = number of players choosing arm k at time t

Total expected reward at time t

K
= E[)Y X« 1{Exactly 1 player is active among M(t)}]
k=1

K
= B[ e pMi(£)(1 — p) )]
k=1 g(Mi())
= E[(u, g(M(1)))]

5
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Define M* = ALGMAXyy S~k gy g E[{u, g(M))]
Upper bound on optimal allocation
Vk € [K],M; <

__ 1
log(1—p)
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©0.2-
=Yl
0.01 ,
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X
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Define M* = ALGMAXyy S~k gy g E[{u, g(M))]
Upper bound on optimal allocation
Vk € [K],M; < —

1
log(1—p)

—

% 0.2

0.0+

0 100 200

max, T MMM (p,, g(M)) easy to solve

(Bonnefois, 2017) (Dakdouk, 2022) o
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Results

M > K, p < 1, number of communications O(log(T)) in
expectation and at most O(log?(T))
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M > K, p < 1, number of communications O(log(T)) in
expectation and at most O(log?(T))

Define v* = ||M*||o = [{k, M} = 0}|

v log(T)

~ 1
R=0(+Y —5 )
= )

r: data-dependent gap, dependency in K, M, p, p, hidden.
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M > K, p < 1, number of communications O(log(T)) in
expectation and at most O(log?(T))

Define v* = ||M*||o = [{k, M} = 0}|
= é(} < _ log(T)
r vz M) — H)
r: data-dependent gap, dependency in K, M, p, p, hidden.
Lower bounds
= v* =0: The dependency in r is optimal

= v* > 0: The term Y%, % is optimal. .
l/ 4 7
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Quasi-centralized Cautious Greedy

K arms, M > K players, p activation probability
Fort € {1,..., T}
1. Choose an assignment of player M(t)
2. Each player m is active with probability p
3. Receive (X;, n(M(t))), Xi: ~ B(u:)
4. Observe X; ® n(M(t)) and n(M(t))
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Quasi-centralized Cautious Greedy

K arms, M > K players, p activation probability
Fort € {1,..., T}

1. Choose an assignment of player M(t)
2. Each player m is active with probability p
3. Receive (X;, n(M(t))), Xi: ~ B(u:)
4. Observe X; ® n(M(t)) and n(M(t))

Regret: R =L E[(1, g(M*) — g(M(1)))]

Regret of Cautious Greedy Rcg = ( + v Li)u())

= 1/"‘1/ *41)

18
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Why is constant regret possible ?

Assume v* = 0 i.e. support(M*) = [K]
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Why is constant regret possible ?

Assume v* = 0 i.e. support(M*) = [K]

Greedy

o Zj—:l Xienit
Zt 1 Mt

Play ATGMAX (g K gy < g, <

= Compute [i;(t)

- (o). g(M)

19
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Why is constant regret possible ?
T
R=> E[(u,g(M*) — g(M(t)))]
=1l
T
<> E[{p — f(t), g(M*) — g(M(2)))]
t=1

> Efllee — A(1) | 1{M(t) # M}

=
Call M = argming{ft, g(M)):

r=ming mazm-y |8 — gl
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Why is constant regret possible

RS E[le — A1)l 1{M(t) # M"}

t=1

—zrﬂbuu Ol > )+ [ B(li = () > u)d

t
Number of samples on arm k = > n(M(t))
=il
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Why is constant regret possible

RS E[le — A1)l 1{M(t) # M"}

t=1

—ZrPHu Ol > )+ [ B(li = () > u)d

t
Number of samples on arm k = > n(M(t))
=il

t
Expected number of samples on arm k = > E[g(M(t))]

=1

21
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Why is constant regret possible

RS E[le — A1)l 1{M(t) # M"}

t=1

—ZrPHu Ol > )+ [ B(li = () > u)d

t
Number of samples on arm k = > n(M(t))
=il

t
Expected number of samples on arm k = > E[g(M(t))]

> p;E[g(l)] = pt o
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= Maintain a lower bound v of v*

Building a lower bound on *
Step 0: v =0

Step 1: i, 1Y such that whp: af < p < Y
(i g(M)

M= ||= ,,}<1an g(M))

Step 2: rt = max K
7p {M7Ek:1 =K Mk<log(1 P)
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otep 5. MK M= KM s

22



Introduction Setting Cautious Greedy Conclusion
000 000000000000000 00000080000000000000000 oo

What could go wrong ?

When greedy fails

= Play Greedy assuming v* = 0 (full support)
What if v* > 07

= Maintain a lower bound v of v*

Building a lower bound on *
Step 0: v =0

Step 1: i, 1Y such that whp: af < p < Y
(At g(M))
M= ||= V}<N ,&(M))

Step 4: If rff <rlt: v*>v — Set v=v+1 and go to Step 3

Sl
Step 2: r- = MaX (5K =k My <

Iog(l p)

Step 3: r = max
otep 5. MK M= KM s

22
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Estimating the support

Wrong support
» Estimate v, v < v*
» If v =0 play Greedy
ATGMAX (g Ky e L (A(t), g(M))

1
log(1—p), M, >0}
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Wrong support
= Estimate v, v < *
= If v =0 play Greedy

m@(t),g(mp

= If ¥ > 0, many supports are possible, how to choose ?

argmax K
BMAX (g S M=, M <—

Successive accept and reject
(Bubeck, 2012)

 If 4 < fig, 1) — Reject
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Estimating the support

Successive accept and reject
(Bubeck, 2012)

 If 4 < fig, 1) — Reject

. If Ak > ,EL(‘{,) — Accept

Rejects and accepts
= What does it mean to reject 7 A rejected arm is never
assigned players again
= What does it mean to accept ? An accepted arm is
played at every round until v increases

= Rotate among other arms in a Round Robin fashion "
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Hlustration

O @ @ ® O O O K

Play
ATGMAX 53K gy e }<ﬂ(t)7g(|\/|)>

log(1—p)’

25



Introduction Setting Cautious Greedy Conclusion
000 000000000000000 0000000000e000000000000 oo

Hlustration

© ®© ® ® ® ® ® K

v =20
Accepted arms: &

Rejected arms: @
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</’l’7g(M*)> - maX{M,||MHo=I/}<u’7g(M)>

How long it takes to increase v

v increases when:
(fH(t), g(M*)) > maxqmmjo=v} (17 (1), g(M)) <=

log(T) log(T)
-0 g(M*)) > ma —7),g(M
(= Oy — ), 8(M%)) > | max_ (f—).&(M))
log(T)
,g(M*)) — ,g(M)) > O
(e (M) R e (M) =0 )
_ log(T)
It takes t = O( (g gty —max . jmio ) StEPS 3
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Communication

= Split the algorithm in phases of size (2°)°&(")

. If25 < 16/\/I'°g((12T2/’)) play greedy with v =0

= Otherwise, only make updates (i, accepted arms,
rejected arms, v) at the end of a phase

» At each phase, reserve ;; rounds for player m to
communicate statistics

» At each phase, reserve ;; rounds for player m to receive

I\/I
statistics

Phases costs a factor 2

The low probability of miscommunication compensates errors
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Lower bounds
v*=20
K =2 arms, M = 2N + 1 players p < M+1, n<i5,
1
T > Teg(M)72- For any algorithm A, there exists rewards p s.t
r(p) = ro and

1
E[Ra] = 256 Mr
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Forany M > 5 v* > 0,p < ﬁ any gaps
Apy, .., Dy < m, and for any consistent algorithm A,
there exists (fi1, ..., fori2) St fie41) — fiw) = D) for all

v € [v*] and for some c:
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Either p = (1/2,1/2+ A), p = (1/2+ A,1/2) with A < 2

1. r=A)2.
2. Best solutions are M* = (N, N + 1) or M* = (N + 1, N)

3. Similar to a 2-arm bandits with full info: E[Rs] > eﬁg(gAl)
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v*=20

Either p = (1/2,1/2+ A), p = (1/2+ A,1/2) with A < 2
1. r=A)2.
2. Best solutions are M* = (N, N + 1) or M* = (N + 1, N)

3. Similar to a 2-arm bandits with full info: E[Rs] > eﬁg(gAl)

v*=1
Either p = (110, pu1, 1 + A)1/2+ A) or p = (pto, p1, 1 — A
with A < 2

1. Best solutions are M* = (M —1,1,0) or (M —1,0,1)

log(T)
2. B[R] > D) .
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Conclusion

Contribution
= Cautious Greedy: optimal dependency in T, r and
(1 — uy)le
= Average log(T) communication steps

Future work

= No communications (Selfish algorithms)
= Better dependency in K, M, p, p,
= Anytime version

Thank you !
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