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The 1950s Al Perspective

* A goal of understanding the intelligence of an individual human
and building computers that mimic such intelligence

* and possibly improve on it

* Not very clear what the overall engineering goal is
* what kind of systems will such intelligences be embedded in
* what kind of problems will such systems solve?

* seems naive to expect to solve real-world problems---in domains such as health
care, climate change, commerce, etc---with such a vague premise



A Counterpoint

* Intelligence Is as much about the collective as it is about the
iIndividual

* |n terms of establishing goals for an emerging engineering field,
thinking in terms of collectives seems at least as urgent and
promising as thinking in terms of individual intelligence

* There may be new forms of collectives that can emerge if we put
our minds to it



A Counterpoint to the Current Dialogue on "Al”

Intelligence Is as much about the collective as it Is about the
individual

In terms of establishing goals for an emerging engineering field,
thinking in terms of collectives seems at least as urgent and
promising as thinking in terms of individual intelligence

The emergence of a new wave of technology is being warped by
being cast in terms of poorly thought-through, naive, old-style Al
aspirations

There may be new forms of collectives that can emerge if we put
our minds to it
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Purported to aim at collective mechanisms, but does it?



Data, Creators, Values, and Collaborations

In real life, the "nodes™ are often people, and their data is not
something to simply be streamed and aggregated

People often value their data

They may wish to reveal aspects of their data if (and only if) they
obtain commensurate benefits

One way to start to understand this is to develop blends of
microeconomics and machine learning

Learning-aware mechanisms and mechanism-aware learning



Music in the Data Age

Use data to structure a two-sided market; e.g., by providing a
dashboard to musicians, letting them learn where their audience is

- the musician can give shows where they have an audience
|.e., consumers and producers become linked, and value flows: a

market Is created

- the company that creates this market profits simply by taking a cut from the
transactions

Bring in brands and create a three-way market I 1
- the brands can partner with specific musicians based on affinities 555;’!,‘5::::;;'!,55?:51\:“./' -

The company United Masters is doing precisely this;
www.unitedmasters.com



http://www.xxx.com/

watched by both users

Consider Classical <
Recommendation Systems E

* Arecord is kept of each customer’s N
purchases

* Customers are “similar” if they buy
similar sets of items

similar users

* |tems are “similar” are they are bought

together by multiple customers D

* Recommendations are made on the
basis of these similarities
recommended

* These systems have become a watched .
commodity by her to him

* They are on the prediction side of ML




Multiple Decisions with Competition

* Recommendation systems can and do recommend the
same item to many people
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Multiple Decisions with Competition

Recommendation systems can and do recommend the
same item to many people

Is it OK to recommend the same movie to everyone?
Is it OK to recommend the same book to everyone?
Is it OK to recommend the same restaurant to everyone?

Is it OK to recommend the same street to every driver?




The Alternative: Create a Data-Aware Market

A two-way market between consumers and producers

- based on recommendation systems on both sides

E.g., diners are one side of the market, and restaurants on the other
side

E.g., drivers are one side of the market, and street segments on the
other side

All preferences are learned during the formation of the market



Some Problems at the Interface of ML and Econ

* Relationships among optima, equilibria, and dynamics
* EXxploration, exploitation, and incentives in multi-way markets

* Information asymmetries, contracts and statistical inference

* Strategic classification

* Uncertainty quantification for black box and adversarial settings
* Calibrating predictions for inference and decision-making

* Mechanism design with learned preferences



Some Problems at the Interface of ML and Econ

* Relationships among optima, equilibria, and dynamics
* EXxploration, exploitation, and incentives in multi-way markets

* |Information asymmetries, contracts and statistical inference

* Strategic classification

* Uncertainty quantification for black box and adversarial settings
* Calibrating predictions for inference and decision-making

* Mechanism design with learned preferences



Competing Bandits in Matching Markets

Lydia Liu Horia Mania



Multi-Armed Bandits

 MABSs offer a natural platform to understand exploration /
exploitation trade-offs




Upper Confidence Bound (UCB) Algorithm

Maintain an upper confidence bound on reward values
Pick the arm with the largest upper confidence bound
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Upper Confidence Bound (UCB) Algorithm

Maintain an upper confidence bound on reward values
Pick the arm with the largest upper confidence bound




Matching Markets

Suppose we have a market in which the participants have preferences:

Buyers / Demand Sellers / Supply

1>3>2 ‘—‘ 1>2>3

2>3>1 '

‘ 3>1>2

1>2>3 ‘ ‘ 2>1>3

Gale and Shapley introduced this problem in 1962 and proposed a

celebrated algorithm that always finds a stable match




Competing Agents




Bandit Markets

 We conceive of a bandit market: agents on one side, arms on the
other side.

Agents get noisy rewards when they pull arms.

Arms have preferences over agents (these

preferences can also express agents’ skill levels)

When multiple agents pull the same arm only the
most preferred agent gets a reward.




Theorem

Theorem (informal): If there are N agents and K arms and GS-UCB is
run, the regret of agent i satisfies

Reward gap of possibly other agents.

* |n other words, if the bear decides to explore more, the human might have
higher regret.

 See paper for refinements of this bound and further discussion of
exploration-exploitation trade-offs in this setting.

* Finally, we note that GS-UCB is incentive compatible. No single agent has
an incentive to deviate from the method.



Learning Equilibria in Matching Markets
from Bandit Feedback

Meena Jagadeesan Alex Wel Yixin Wang Jacob Steinhardt



Equilibria in Matching Markets

* Large-scale two-sided matching platforms must find market outcomes
that align with user preferences while simultaneously learning these
preferences from data

* In general, we achieve this with transferable utilities (the Shapley-
Shubik model), where the platform both selects a matching and sets
monetary transfers between agents

* QOur analysis and design is based on a novel quantitative measure of
instability (a Lyapunov function)



A Quantitative Measure of Instability

* QOur Lyapunov function:

max _(XmgS ua(ux(a))) - (Z uq(px(a)) +Ta>_

* This measure has an economic interpretation (via its dual) as the

minimum amount the platform could subsidize agents to achieve
stability

* This measure can be optimized directly or can be the source of further
relaxations or duality transformations



Learning Equilibria in Matching Markets from Bandit
Feedback

* Based on our new stablility measure, we design and analyze low-
regret algorithms for learning stable matchings

* from noisy user feedback in a multi-armed bandit model, including the
Liu/Mania/Jordan model

* Qur algorithmic insight is that the optimism principle applies to a
primal-dual formulation of matching with transfers and leads to
near-optimal regret bounds



Statistical Contract Theory

Stephen Bates Michael Sklar Jake Soloff



The Theory of Incentives

» Contract theory is one branch of the theory of incentives (auction
theory is another branch)

* [n contract theory, agents possess private information and a
principal wishes to incentivize them to take actions that depend
on that private information

—the goal is overall social welfare, or revenue

* For example, services such as airlines have “business fares” and
“‘economy fares”

—this allows them to offer different prices to agents who have different
willingness to pay, without requiring agents to reveal their private values

* The design problem is to determine a menu of options, of the
form (service, price), from which agents select



Clinical Trials

U. S Department of Health and Human Semces %
Food and Drug Administration

RN

Average Cost of Clinical Trial

Department of Health and Human Services, 2014

Therapeutic Area Phase 1 | Phase 2 Phase 3

Anti-Infective $4.2 (5) |S14.2 (6) [$22.8 (5)
Cardiovascular $2.2 (9) [S$7.0 (13)($25.2 (3)
Central Nervous System ($3.9 (6) [$13.9 (7) |S19.2 (7)
Dermatology $1.8 (10) | $8.9 (12)|S11.5 (13)
Endocrine $1.4 (12) [S12.1 (10)|S17.0 (9)
Gastrointestinal $2.4 (8) |S158 (4) [S14.5 (11)
Genitourinary System  [$3.1 (7) [$14.6 (5) |S17.5 (8)
Hematology $1.7 (11) |1S19.6 (1) (S15.0 (10)
Immunomodulation $6.6 (1) |S16.0 (3) |S11.9 (12)
Oncology $4.5 (4) |S11.2 (11)(8$22.1 (6)
Ophthalmology $5.3 (2) |S13.8 (8) [$30.7 (2)
Pain and Anesthesia $1.4 (13) [S17.0 (2) [$52.9 (1)
Respiratory System $5.2 (3) |S12.2 (9) |S23.1 (4)

(in millions of dollars)

Immense soclal investment in clinical trials




Contract Theory

principal agent

FUA

~ e

» Has only partial knowledge * Has private information

» Must incentivize the agents * Strategic and self-interested



How Should the FDA Test?

bad drugs =0

good drugs =1

type P(approve) | P(non-approve)
0.05 0.95 (5% type-1 error)
0.80 0.20 (80% power)

Is this a good protocol?

Case 1: small profit. $20 million cost to run
trial. $200 million if approved.

[ profit|@ = 0] = -$10 million

All approvals are good drugs!

Case 2: large profit. $20 million cost to run
trial. $2 billion if approved.

[ profit]|@ = 0] = $80 million

Many bad drugs are approved!



Statistical Contracts

Denote the agent’s private information as 6 € © dOU_r taﬁ;ﬁ_
esign this
Present the agent with the following opt-in protocol: menu

1. Agent pays R
2. Agent chooses payout function f from menu F

3. Statistical trial yields random variable /' ~ Py

4. Agent receives payoff f(Z)
Principal receives utility u (0, f(Z))

Agent acts to maximize their payoff: fP" = argv}zgfx Szpolf (Z)]



Incentive Alignment

null agents: Oy C © u(6o, f(Z)) <0, decreasing in f(Z) for Oy € Oy
nonnull agents:  ©\ O u(01, f(Z)) = 0, increasing in f(Z)for 1 & Oy

The principal wants to transact as much as possible with good agents

Definition (Incentive-aligned contract)
A menu_F is incentive-aligned if for all f € F and 6y € Oy

L7 Py, [f(Z ) — R] <0 agent’s expected profit note: p < .05 protocol

not incentive aligned

On average, null drugs are not profitable, so null agents are incentivized to drop out



E-values: Statistical Evidence on the Right Scale

Definition
A random variable X > 0 is an E-value for null hypothesis O if for all 85 € O
‘L,ZNPGO [X] <1

Theorem

A contract is incentive-aligned if and only if all payoff functions are E-values.



Delegating Data Collection for
Decentralized Learning

Nivasini Ananthakrishnan Stephen Bates Nika Haghtalab
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- Emerging services to outsource data collection for learning

- How do we design contracts for these data collection services?

- Contracts measure accuracy of learned model and pay service
provider a function of the measured accuracy



Challenges

* No direct way to evaluate quality of dataset provided

* Hidden action (Moral hazard): we only have a noisy estimate of the learned
model’s accuracy

* Hidden state (Adverse selection): the achievable accuracy is unknown



Results

* Linear contracts achieve a constant-factor multiplicative approximation to
the utility that is achievable in the first-best scenario (where there are no
hidden actions or hidden states challenges)

* We can also obtain a contract that has an additive approximation to the
utility of the optimal contract via a convex optimization problem

- the additive error depends on size of the test error used for evaluation



Prediction-Powered Inference

Anastasios Stephen Bates Clara Fannjiang  Tijana Zrnic
Angelopoulos
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Method of the Year 2021:
Protein structure prediction




Protein structure studies

Theinternational journal of science /26 August 2021 ”
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K predicts highly
3D structures

o “’P man proteome

Hundreds of millions of amino acid sequences Hundreds of thousands of amino acid sequences
with protein structures predicted by AlphaFold with protein structures from X-ray crystallography

Goal: correlate sequence information with structural information
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Predictions are being used for scientific inquiry.
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Predictions are being used for scientific inquiry.
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Disease variant predictionwith deep
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...but they’re not the same as experiments.

AlphaFold prediction Experimental structure



Prediction-powered inference

* ** *true odds ratio

. classical

imputed

. prediction-powered

| 2 3 4 5

p(intrinsic disorden PTM)
P(intrinsic disordenno PTM)

odds ratio



Prediction-powered inference: problem setting

labeled data unlabeled data
X X'
Y Y’ (unobserved)
predictions f=fX = (X"

Estimand of interest (mean, quantile, regression coefficient, etc.): 6

Goal: construct confidence set, CCI;P, that are valid:
PO*€C;)=>1—«a

classical approach iImputed approach
use only labeled data treat predictions as gold-standard labels
valid, but lose out on information from abundant predictions, but invalid because

abundant predictions predictions can contain systematic errors



Prediction-powered inference: problem setting

labeled data unlabeled data
X X'
Y Y’ (unobserved)
predictions f=fX = (X"

Estimand of interest (mean, quantile, regression coefficient, etc.): 6

Goal: construct confidence set, CCI;P, that are valid:
PO*€C;)=>1—«a

classical approach iImputed approach
use only labeled data treat predictions as gold-standard labels
valid, but lose out on information from abundant predictions, but invalid because
abundant predictions predictions can contain systematic errors

We want the best of both worlds.



Gene expression

* Want to estimate median gene expression level with differing promoters (Vaishnav et
(regulatory DNA)

* Predictive model: transformer developed in Vaishnav et. al.

X Y
(CTCAG...CAGTC, ()

(AGTCT..CGTAC, ®)
(TGTAG...ATCGC, @)

prediction-powered

N
o

classical
imputed

-
Ul

true median

Ul

label (expression level)
=
o

(2

. al. Nature 22)

0 expression level 20 ) 10 15 4 5 6 7
(ordered Bins) prediction (expression level) expression level



California census

e 2018 CA census data

* Estimand: logistic regression coefficient of income when predicting

whether person has private health insurance

* Boosting model based on ten other covariates

coeff

le-5

prediction-powered
classical
iImputed

ground truth



Principle of prediction-powered inference

|. Identify Rectifier

The rectifier, A’ is a estimand-
specific notion of error.

We give a general recipe for
identifying the rectifier.

2. Confidence Set on Rectifier

Use the labeled data to construct a
confidence set, R, for the rectifier.

3. Prediction-Powered
Confidence Set

Construct C*F by including all

possible rectified values of §/.



Convex Estimation Problems

0" = argminﬁE [f@ (X, Y)] e.g., mean, median, quantiles; linear, logistic regression coefficients
6

gradient of loss gg(X,Y) = %33 (X,Y)

Build confidence set that contains 8”: the value of 8 such that E[gy(X,Y)] = 0.

(90 (X, f)] —E[(ge(X,f) —96(X,Y))] =0

Theorem. Take C""° ={0:0 € E[gs(X, f)] — Ry}, where for each 8, the confidence

set Ry contains the rectifier Ag with probability at least 1 — & . Then, C** is valid:
P(O* € C**)>1—a.



A Personal View on “Al”

It reflects the emergence of a new engineering field, embodied In
large-scale systems that link humans in new ways

Cf. chemical engineering in the 40s and 50s

- built on chemistry, fluid mechanics, etc
- driven by the possibility of building chemical factories

Cf. electrical engineering in the late 19t century

- built on electromagnetism, optics, etc

- clear goals in terms of human welfare

The new field builds on inferential ideas, algorithmic ideas, and
economic ideas from the past three centuries

But its emergence is being warped by being cast in terms of
poorly thought-through, naive, old-style Al aspirations



