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today’s lecture will focus kinetic equations and its fluid limits
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one needs to rescale time and space to go from one description 
to the next

1.2 Formal Study of the Transitions 3

1.2.1 Scalings

Denote coordinates by (x, t) in the microscopic scale, and by (x̃, t̃) in the
macroscopic scale. Let ⇢ = N/L3 be the typical density in the microscopic
unit, i.e. the number of particles per microscopic unit volume. Then, if " is
the ratio between the microscopic unit and the macroscopic unit, there are
typically three choices of scalings :

• the Grad limit ⇢ = ", (x̃, t̃) = ("x, "t);
(The typical number of collisions per particle is finite.)

• the Euler limit ⇢ = 1, (x̃, t̃) = ("x, "t);
(The typical number of collisions per particle is "�1.)

• the di↵usive limit ⇢ = 1, (x̃, t̃) = ("x, "2t);
(The typical number of collisions per particle is "�2.)

The Euler and di↵usive limits will be referred to as hydrodynamic limits.

Fig. 1.1. Transitions between the di↵erent levels of description

1.2.2 Hydrodynamic Limits

To obtain hydrodynamic equations, we then di↵erentiate the scaled empirical
density and momentum and more precisely their integral agasinst any test
function ' :
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our criterion is that they are SP uniformly in ". Therefore, we claim that the mod-1

ified AP schemes in [19, 20] are uniformly SP. In [27] the authors present an AP2

scheme for the M1 model for the electronic transport. The scheme is SP in the sense3

that it preserve particular stationary states. In contrast, in this paper we consider4

schemes preserve all stationary solutions. Higher order time discretizations that are5

AP and SP are proposed in [26, 10]. Boscarino and Pareschi introduce an IMEX AP6

scheme for hyperbolic balance laws that is uniformly SP[26]. Dimarco and Pareschi7

pointed out the SP property in their paper [10] for an AP IMEX multistep scheme8

for the BGK and the Boltzmann equation. The main contribution of this paper9

is the introduction of the criterion which can be applied to di↵erent models and10

schemes. Schemes that have both AP and SP properties are more than previously11

observed.12

The structure of the paper from section 2-4 is presented in Table 1 and we13

present some numerical results to show the AP and SP properties of each numerical14

scheme in section 5. All three di↵erent strategies of developing AP schemes (Parity-15

equations based scheme, Unified gas kinetic scheme(UGKS), IMEX penalization16

method) have been extended to various kinetic models and thus the extension of17

our observation is natural. Since we are using discrete ordinate method for the18

velocity discretization, as far as the quadrature sets are AP, they do not e↵ect the19

SP property. Thus we do not consider velocity discretizations in the subsequent20

part.21

Section Kinetic Model Scheme Reference
2 Neutron transport equation Parity-equations based [28]
3 Chemotaxis kinetic model UGKS [21, 30, 31]
4 Boltzmann equation IMEX Penalization method [9]

Table 1. A list of kinetic models together with their corresponding schemes.

2. Parity equations-based scheme for the Neutron transport equation.22

In this section we check the Parity equations-based AP scheme for the neutron23

transport equation in [28, 29]. This scheme is then proved to be SP as well.24

2.1. The neutron transport equation. Consider the one-dimensional neutron
transport equation:
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transport equation with �T = 1,�a = 0 , q = 0. The extension to more general26

cases does not add any di�culties.27
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rigorous proof of this limit is difficult
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macroscopic scale. Let ⇢ = N/L3 be the typical density in the microscopic
unit, i.e. the number of particles per microscopic unit volume. Then, if " is
the ratio between the microscopic unit and the macroscopic unit, there are
typically three choices of scalings :

• the Grad limit ⇢ = ", (x̃, t̃) = ("x, "t);
(The typical number of collisions per particle is finite.)

• the Euler limit ⇢ = 1, (x̃, t̃) = ("x, "t);
(The typical number of collisions per particle is "�1.)

• the di↵usive limit ⇢ = 1, (x̃, t̃) = ("x, "2t);
(The typical number of collisions per particle is "�2.)

The Euler and di↵usive limits will be referred to as hydrodynamic limits.
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there are huge difficulties in showing well-posedness of the  
2-d compressible Euler equationsIsentropic compressible Euler equations in 2D

@t%+ divx(% v) = 0

@t(% v) + divx(% v ⌦ v) +rx [p(%)] = 0
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Initial data: where %± 2 R+ and v± 2 R2 are constants.

Additionally we assume that v� 1 = v+1.
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Our problem corresponds to a 1D Riemann problem which can be
solved by well known methods. This solution is obviously an
admissible weak solution to the considered 2D problem, too.
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Standard solution consists of just one shock

�-,v- �+,v+
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for example:



x

t

const.

const.

Riemann data

“wild”

in addition to the standard solution there are many “wild solutions”

Klingenberg, Simon Markfelder: “The Riemann problem for the multidimensional isentropic 
system of gas dynamics is ill-posed if it contains a shock” 
Archive for Rational Mechanics and Analysis  (2018)



x

t

Riemann data

this is the standard solution

shock

const.

const.



x

t

const.

const.

Riemann data

“wild”

this is one of many “wild solutions”

all of these many solutions are entropy solutions
E. Feireisl; C. Klingenberg; S. Markfelder, “On the density of ‘wild’ initial data for the compressible 

Euler system”, Calculus of Variations (2020)



as long as we don’t know well-posedness of the limit of 
Boltzmann for  in the hyperbolic scaling (namely the 

Euler equations) it is difficult to prove this limit 
ϵ → 0



example of a well-posedness proof for a kinetic equation



a multi-species kinetic model
A CONSISTENT KINETIC MODEL FOR A TWO-COMPONENT MIXTURE 3

binary interactions for two species of particles as in [9], chapter 6.2

@tf1 + v ·rxf1 +
F1

m1
·rvf1 = Q11(f1, f1) +Q12(f1, f2),

@tf2 + v ·rxf2 +
F2

m2
·rvf2 = Q22(f2, f2) +Q21(f2, f1),

where F1
m1

respective F2
m2

are the acceleration of the respective species due to forces
Fk on particles of species k with mass mk for k = 1, 2 and Qkl, k, l = 1, 2 are the
collision operators for interactions of species k with species l.

Furthermore we relate the distribution functions to macroscopic quantities by
mean-values of fk

Z
fk(v)

0

@
1
v

mk|v � uk|2

1

A dv =:

0

@
nk

nkuk

3nkTk

1

A , (1)

where nk is the number density, uk the mean velocity and Tk the temperature which
is related to the pressure pk by pk = nkTk. Note that in this paper we shall write
Tk instead of kBTk, where kB is Boltzmann’s constant.

2.2. Conservation. properties of the collision operators A model for the evolution
of a mixture should satisfy the following conservation properties:

Conservation of mass, momentum and energy of the individual species in inter-
action with the species itself:

1.
R
Qkk(fk, fk)dv = 0 for k = 1, 2,

2.
R
mkvQkk(fk, fk)dv = 0 for k = 1, 2,

3.
R
mk|v|2Qkk(fk, fk)dv = 0 for k = 1, 2.

Conservation of total mass, momentum and energy

1.
R
Qkl(fk, fl)dv = 0 for k, l = 1, 2,

2.
R
(m1vQ12(f1, f2) +m2vQ21(f2, f1))dv = 0,

3.
R
(m1|v|2Q12(f1, f2) +m2|v|2Q21(f2, f1))dv = 0.

2.3. The BGK approximation. We are interested in a BGK approximation of
the interaction terms. This leads us to define equilibrium distributions not only
for each species itself but also for the two interspecies equilibrium distributions.
Choose the collision terms Q11, Q12, Q21 and Q22 in section 2.2 as BGK operators.
Then the model can be written as:

@tf1 +rx · (vf1) +
F1

m1
rvf1 = ⌫11n1(M1 � f1) + ⌫12n2(M12 � f1),

@tf2 +rx · (vf2) +
F2

m2
rvf2 = ⌫22n2(M2 � f2) + ⌫21n1(M21 � f2),

(2)

force

force modeled by two interaction terms
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Fk on particles of species k with mass mk for k = 1, 2 and Qkl, k, l = 1, 2 are the
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mean-values of fk

Z
fk(v)

0

@
1
v

mk|v � uk|2

1

A dv =:

0

@
nk

nkuk

3nkTk

1

A , (1)

where nk is the number density, uk the mean velocity and Tk the temperature which
is related to the pressure pk by pk = nkTk. Note that in this paper we shall write
Tk instead of kBTk, where kB is Boltzmann’s constant.
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R
(m1|v|2Q12(f1, f2) +m2|v|2Q21(f2, f1))dv = 0.

2.3. The BGK approximation. We are interested in a BGK approximation of
the interaction terms. This leads us to define equilibrium distributions not only
for each species itself but also for the two interspecies equilibrium distributions.
Choose the collision terms Q11, Q12, Q21 and Q22 in section 2.2 as BGK operators.
Then the model can be written as:

@tf1 +rx · (vf1) +
F1

m1
rvf1 = ⌫11n1(M1 � f1) + ⌫12n2(M12 � f1),

@tf2 +rx · (vf2) +
F2

m2
rvf2 = ⌫22n2(M2 � f2) + ⌫21n1(M21 � f2),

(2)

with the Maxwell distributions

M1(x, v, t) =
n1

q
2⇡ T1

m1

3 exp(� |v � u1|2

2 T1
m1

),

M2(x, v, t) =
n2

q
2⇡ T2

m2

3 exp(� |v � u2|2

2 T2
m2

),

M12(x, v, t) =
n12

q
2⇡ T12

m1

3 exp(� |v � u12|2

2T12
m1

),

we use the BGK approximation
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2.3. The BGK approximation. We are interested in a BGK approximation of
the interaction terms. This leads us to define equilibrium distributions not only
for each species itself but also for the two interspecies equilibrium distributions.
Choose the collision terms Q11, Q12, Q21 and Q22 in section 2.2 as BGK operators.
Then the model can be written as:
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F2

m2
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with the Maxwell distributions
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2 T1
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M2(x, v, t) =
n2

q
2⇡ T2

m2

3 exp(� |v � u2|2

2 T2
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),

M12(x, v, t) =
n12

q
2⇡ T12

m1

3 exp(� |v � u12|2

2T12
m1

),

we use the BGK approximation
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is related to the pressure pk by pk = nkTk. Note that in this paper we shall write
Tk instead of kBTk, where kB is Boltzmann’s constant.

2.2. Conservation. properties of the collision operators A model for the evolution
of a mixture should satisfy the following conservation properties:

Conservation of mass, momentum and energy of the individual species in inter-
action with the species itself:

1.
R
Qkk(fk, fk)dv = 0 for k = 1, 2,

2.
R
mkvQkk(fk, fk)dv = 0 for k = 1, 2,

3.
R
mk|v|2Qkk(fk, fk)dv = 0 for k = 1, 2.

Conservation of total mass, momentum and energy

1.
R
Qkl(fk, fl)dv = 0 for k, l = 1, 2,

2.
R
(m1vQ12(f1, f2) +m2vQ21(f2, f1))dv = 0,

3.
R
(m1|v|2Q12(f1, f2) +m2|v|2Q21(f2, f1))dv = 0.

2.3. The BGK approximation. We are interested in a BGK approximation of
the interaction terms. This leads us to define equilibrium distributions not only
for each species itself but also for the two interspecies equilibrium distributions.
Choose the collision terms Q11, Q12, Q21 and Q22 in section 2.2 as BGK operators.
Then the model can be written as:

@tf1 +rx · (vf1) +
F1

m1
rvf1 = ⌫11n1(M1 � f1) + ⌫12n2(M12 � f1),

@tf2 +rx · (vf2) +
F2

m2
rvf2 = ⌫22n2(M2 � f2) + ⌫21n1(M21 � f2),

(2)

with the Maxwell distributions

M1(x, v, t) =
n1

q
2⇡ T1

m1

3 exp(� |v � u1|2

2 T1
m1

),

M2(x, v, t) =
n2

q
2⇡ T2

m2

3 exp(� |v � u2|2

2 T2
m2

),

M12(x, v, t) =
n12

q
2⇡ T12

m1

3 exp(� |v � u12|2

2T12
m1

),

A CONSISTENT KINETIC MODEL FOR A TWO-COMPONENT MIXTURE 447

@tf2 + v ·rxf2 +
F2

m2
·rvf2 = Q22(f2, f2) +Q21(f2, f1),

where F1
m1

respective F2
m2

are the acceleration of the respective species due to forces
Fk on particles of species k with mass mk for k = 1, 2 and Qkl, k, l = 1, 2 are the
collision operators for interactions of species k with species l.

Furthermore we relate the distribution functions to macroscopic quantities by
mean-values of fk

Z
fk(v)

0

@
1
v

mk|v � uk|2

1

A dv =:

0

@
nk

nkuk

3nkTk

1

A , (1)

where nk is the number density, uk the mean velocity and Tk the temperature which
is related to the pressure pk by pk = nkTk. Note that in this paper we shall write
Tk instead of kBTk, where kB is Boltzmann’s constant.

2.2. Conservation. properties of the collision operators A model for the evolution
of a mixture should satisfy the following conservation properties:

Conservation of mass, momentum and energy of the individual species in inter-
action with the species itself:

1.
R
Qkk(fk, fk)dv = 0 for k = 1, 2,

2.
R
mkvQkk(fk, fk)dv = 0 for k = 1, 2,
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R
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Conservation of total mass, momentum and energy

1.
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Qkl(fk, fl)dv = 0 for k, l = 1, 2,

2.
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(m1vQ12(f1, f2) +m2vQ21(f2, f1))dv = 0,

3.
R
(m1|v|2Q12(f1, f2) +m2|v|2Q21(f2, f1))dv = 0.

2.3. The BGK approximation. We are interested in a BGK approximation of
the interaction terms. This leads us to define equilibrium distributions not only
for each species itself but also for the two interspecies equilibrium distributions.
Choose the collision terms Q11, Q12, Q21 and Q22 in section 2.2 as BGK operators.
Then the model can be written as:

@tf1 +rx · (vf1) +
F1

m1
rvf1 = ⌫11n1(M1 � f1) + ⌫12n2(M12 � f1),

@tf2 +rx · (vf2) +
F2

m2
rvf2 = ⌫22n2(M2 � f2) + ⌫21n1(M21 � f2),

(2)

with the Maxwell distributions

M1(x, v, t) =
n1

q
2⇡ T1

m1

3 exp(� |v � u1|2

2 T1
m1

),

M2(x, v, t) =
n2

q
2⇡ T2

m2

3 exp(� |v � u2|2

2 T2
m2

),

M12(x, v, t) =
n12

q
2⇡ T12

m1

3 exp(� |v � u12|2

2T12
m1

),
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M21(x, v, t) =
n21

q
2⇡ T21

m2

3 exp(� |v � u21|2

2T21
m2

), (3)

where ⌫11 and ⌫22 are the collision frequencies of the particles of each species with
itself, while ⌫12 and ⌫21 are related to interspecies collisions. The structure of the
collision terms ensures that if one collision frequency ⌫kl ! 1 the corresponding
distribution function becomes Maxwell distribution. In addition at global equi-
librium, the distribution functions become Maxwell distributions with the same
velocity and temperature (see section 2.8). The Maxwell distributions M1 and M2

in (3) have the same moments as f1 respective f2. With this choice, we guaran-
tee the conservation of mass, momentum and energy in interactions of one species
with itself (see section 2.2). The remaining parameters u12, u21, T12 and T21 will be
determined using conservation of total momentum and energy, together with some
symmetry considerations.

2.4. Relationship between the collision frequencies. The goal of this subsec-
tion is to derive an estimate for the ratio of all the relaxation parameters ⌫11, ⌫12, ⌫22
and ⌫21 in the case of a plasma.

The parameters ⌫12 and ⌫21 are linked to the interspecies collision frequency. In
plasmas, the mass ratio of the two kinds of particles is m2

m1
<< 1, where 1 denotes

ions and 2 denotes electrons. In this case a common relationship found in literature
[3] is

⌫12 =
m2

m1
⌫21. (4)

A motivation for this relationship in the case of a plasma can be found in [3],
chapter 1.9, which we want to mention here shortly. The collision frequency is
proportional to the di↵erential cross section and the relative velocity. For the typical
velocity of ions and electrons close to equilibrium one can take the thermal velocity
vTi = ( 2Ti

mi
)

1
2 , i = 1, 2 and assume that the temperatures are of the same order,

T1 ⇡ T2. The cross sections are considered equal, because they depend on the
interaction potential, which in this case is the Coulomb force, that is the same for
both particles. So the only thing which remains to consider is the relative velocity.
Since the mass of the ions m1 is much larger than the mass of the electrons m2, we
get in case of ⌫21 for the relative velocity of an ion and an electron

✓
2T2

m2

◆ 1
2

�
✓
2T1

m1

◆ 1
2

⇡ (2T2)
1
2

 ✓
1

m2

◆ 1
2

�
✓

1

m1

◆ 1
2

!

= (2T2)
1
2

1�
⇣

m2
m1

⌘ 1
2

m
1
2
2

⇡ (2T2)
1
2

✓
1

m2

◆ 1
2

,

which is the order of magnitude of the mean velocity of the electrons. We expect
the relative velocity of two electrons to have the same order of magnitude as the
thermal velocity of an electron. Since ⌫22 is proportional to the relative velocity of
two electrons and we only want to compare the order of magnitudes of ⌫21 and ⌫22,
we conclude that ⌫21 and ⌫22 are of the same order of magnitude, so we have

⌫21 ⇡ ⌫22.
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@tf2 + v ·rxf2 +
F2

m2
·rvf2 = Q22(f2, f2) +Q21(f2, f1),

where F1
m1

respective F2
m2

are the acceleration of the respective species due to forces
Fk on particles of species k with mass mk for k = 1, 2 and Qkl, k, l = 1, 2 are the
collision operators for interactions of species k with species l.

Furthermore we relate the distribution functions to macroscopic quantities by
mean-values of fk

Z
fk(v)

0

@
1
v

mk|v � uk|2

1

A dv =:

0

@
nk

nkuk

3nkTk

1

A , (1)

where nk is the number density, uk the mean velocity and Tk the temperature which
is related to the pressure pk by pk = nkTk. Note that in this paper we shall write
Tk instead of kBTk, where kB is Boltzmann’s constant.

2.2. Conservation. properties of the collision operators A model for the evolution
of a mixture should satisfy the following conservation properties:

Conservation of mass, momentum and energy of the individual species in inter-
action with the species itself:

1.
R
Qkk(fk, fk)dv = 0 for k = 1, 2,

2.
R
mkvQkk(fk, fk)dv = 0 for k = 1, 2,

3.
R
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Conservation of total mass, momentum and energy
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R
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2.
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3.
R
(m1|v|2Q12(f1, f2) +m2|v|2Q21(f2, f1))dv = 0.

2.3. The BGK approximation. We are interested in a BGK approximation of
the interaction terms. This leads us to define equilibrium distributions not only
for each species itself but also for the two interspecies equilibrium distributions.
Choose the collision terms Q11, Q12, Q21 and Q22 in section 2.2 as BGK operators.
Then the model can be written as:

@tf1 +rx · (vf1) +
F1

m1
rvf1 = ⌫11n1(M1 � f1) + ⌫12n2(M12 � f1),

@tf2 +rx · (vf2) +
F2

m2
rvf2 = ⌫22n2(M2 � f2) + ⌫21n1(M21 � f2),

(2)

with the Maxwell distributions

M1(x, v, t) =
n1

q
2⇡ T1

m1

3 exp(� |v � u1|2

2 T1
m1

),

M2(x, v, t) =
n2

q
2⇡ T2

m2

3 exp(� |v � u2|2

2 T2
m2

),

M12(x, v, t) =
n12

q
2⇡ T12

m1

3 exp(� |v � u12|2

2T12
m1

),

we use the BGK approximation
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where ⌫11 and ⌫22 are the collision frequencies of the particles of each species with
itself, while ⌫12 and ⌫21 are related to interspecies collisions. The structure of the
collision terms ensures that if one collision frequency ⌫kl ! 1 the corresponding
distribution function becomes Maxwell distribution. In addition at global equi-
librium, the distribution functions become Maxwell distributions with the same
velocity and temperature (see section 2.8). The Maxwell distributions M1 and M2

in (3) have the same moments as f1 respective f2. With this choice, we guaran-
tee the conservation of mass, momentum and energy in interactions of one species
with itself (see section 2.2). The remaining parameters u12, u21, T12 and T21 will be
determined using conservation of total momentum and energy, together with some
symmetry considerations.

2.4. Relationship between the collision frequencies. The goal of this subsec-
tion is to derive an estimate for the ratio of all the relaxation parameters ⌫11, ⌫12, ⌫22
and ⌫21 in the case of a plasma.
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ions and 2 denotes electrons. In this case a common relationship found in literature
[3] is
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A motivation for this relationship in the case of a plasma can be found in [3],
chapter 1.9, which we want to mention here shortly. The collision frequency is
proportional to the di↵erential cross section and the relative velocity. For the typical
velocity of ions and electrons close to equilibrium one can take the thermal velocity
vTi = ( 2Ti
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2 , i = 1, 2 and assume that the temperatures are of the same order,

T1 ⇡ T2. The cross sections are considered equal, because they depend on the
interaction potential, which in this case is the Coulomb force, that is the same for
both particles. So the only thing which remains to consider is the relative velocity.
Since the mass of the ions m1 is much larger than the mass of the electrons m2, we
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which is the order of magnitude of the mean velocity of the electrons. We expect
the relative velocity of two electrons to have the same order of magnitude as the
thermal velocity of an electron. Since ⌫22 is proportional to the relative velocity of
two electrons and we only want to compare the order of magnitudes of ⌫21 and ⌫22,
we conclude that ⌫21 and ⌫22 are of the same order of magnitude, so we have

⌫21 ⇡ ⌫22.

can determine these coefficients such that conservation 
properties, H-theorem holds

-  Klingenberg, C., Pirner, M., Puppo, G.: “A consistent kinetic model for a two component mixture with 
an application to plasma”, Kinetic and Related Models Vol. 10, No. 2, pp. 445–465 (2017)
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is related to the pressure pk by pk = nkTk. Note that in this paper we shall write
Tk instead of kBTk, where kB is Boltzmann’s constant.
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2.3. The BGK approximation. We are interested in a BGK approximation of
the interaction terms. This leads us to define equilibrium distributions not only
for each species itself but also for the two interspecies equilibrium distributions.
Choose the collision terms Q11, Q12, Q21 and Q22 in section 2.2 as BGK operators.
Then the model can be written as:
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-  Klingenberg, C. & Pirner, M.: “Existence, Uniqueness and Positivity of solutions for BGK 
models for mixtures”, Journal of Differential Equations, 264, pp. 207-227 (2019)
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numerics of uncertainties in the kinetic context



the generalized polynomial chaos method (gPC)
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space of random functions

{ϕj(z)}

the generalized polynomial chaos method (gPC)



- we consider a set of orthonormal basis function  for the 
space of random functions

{ϕj(z)}

- we expand the functions into a Fourier series w.r.t. this basis 

the generalized polynomial chaos method (gPC)
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1. Introduction

In modern financial markets, traders can choose from a large variety of financial
derivatives. This term denotes financial instruments that have a value determined
so called underlying variables or assets such as stocks, the oil price or the weather.
Originally, derivatives were invented to reduce the risk of uncertain prices, especially
in agricultural markets where one could have long periods between sowing and harvest
[see 4, 26, Chapter 1 and Chapter I respectively].

As the derivative market increased, also the need for a pricing formula for
derivatives grew in the 20th century. A breakthrough was made by Black, Scholes and
Merton [1, 14] in 1973 when they contemporaneously formulated a model allowing
the evaluation of derivatives, for which they were later awarded the Nobel prize in
economics. Derived from this model, the Black Scholes equation
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(1)
explains the behaviour of the price V of the derivative by means of a partial di↵erential
equation (PDE). This derivative is allowed to depend on the time t up to maturity T

and only one underlying stochastic asset, whose price is denoted by S and follows a
geometric Brownian motion (e.g. a stock, an index or some commodity price). The
constant r denotes the risk free rate of interest in the market and � 2 R is the so
called volatility of the stochastic asset. Later, this model was extended to multiple
underlying assets and adjusted for certain kinds of underlying variables like interest
rates [see 3].

However, the comparison to real data soon showed that the volatility � of one
and the same stochastic asset can take values that di↵er more than one can explain
by rounding errors etc. [see 8, 22, 23]. The most popular approaches to deal with
this are to model the volatility either as local volatility, i.e. a function �(S, t) [see
2, 5, 7, 9] or as a stochastic process, compare e.g. the famous Heston model [10] or
[11, 22, 23].

Another approach is used in [6, 15, 17]: The volatility is modelled as a one di-
mensional random variable ⌃(!) = ⇥(!) (in [15]) or a function of a one dimensional
random variable ⌃(⇥(!)) (in [6, 17]) for ! from a probability space. The resulting
stochastic version of the Black Scholes equation
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is then studied by means of uncertainty quantification:
The solution V is developed in a generalized Polynomial Chaos (gPC) expansion

V (S, t,⇥(!)) =
1X

n=0

vn(S, t)pn(⇥(!)) (3)

for orthogonal polynomials pn w.r.t. the distribution of ⇥ and coe�cients given by the
expected value vn(S, t) = E(V (S, t,⇥)pn(⇥)). If ⇥ has a density µ : D ! R, one can
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alternatively calculate the coe�cients by

vn(S, t) =

Z

D
V (S, t, x)pn(x)µ(x) dx.

In [15], these integrals are directly computed by a quadrature rule, where the required
solutions V in the quadrature points xj are calculated as the solutions of the determin-
istic Black Scholes equation 1 with � = xj . This classifies the method as a Stochastic
Collocation method.
In the articles of Pulch and van Emmerich and Drakos [6, 17] however, the stochastic
Galerkin method is applied for computing the coe�cients vn(S, t). By inserting the
gPC expansion 3 into the stochastic Black Scholes equation, multiplying the equation
by an orthogonal polynomial pk(⇥) and applying the expected value on both sides,
deterministic PDEs for the coe�cients vn(S, t) are derived
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(4)
After truncating of the system and the coupling term to attain a maximum index N ,
the system is solved numerically by the method of lines in [17] and the finite element
method in [6].

In our work we extend the model used above to the volatility ⌃(⇥1, ...,⇥L) de-
pending on finitely many random variables ⇥1, ...,⇥L. This leads to the stochastic
Black Scholes equation
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A model like this might for instance occur when the volatility is modelled as a random
variable that also depends on certain stochastic factors as in [19–21].
The solution is derived in the same way as in 4 and calculated numerically by a finite
di↵erence method. The computational cost for multiple similar calculations is reduced
by a Bi-Fidelity technique, which can be considered as a Machine learning approach.

After introducing gPC to finitely many random variables in section 2.1, the
stochastic Galerkin method is used to solve equation 5. However, computational costs
can be quite high. Thus, we introduce a Bi-Fidelity numerical technique to compute
this more e�ciently in section 2.2. The paper gets rounded out with numerical results
illustrating the e↵ectiveness of this technique in section 3.
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L. Liu and X. Zhu, A bi-fidelity method for the multiscale Boltzmann equation with random 
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(a) Histogram density estimator and density of

⌃(⇥,�) fitted to the implied volatilities by max-

imum likelihood.

(b) Market values of the option together with the expected

value of the SG solution and the range expected value plus

minus standard deviation.

(c) Detailed look on the last 55 days.

Figure 2.: Comparing the stochastic model to real market data.
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RECONSTRUCTION OF THE EMISSION COEFFICIENT IN THE
NONLINEAR RADIATIVE TRANSFER EQUATION

CHRISTIAN KLINGENBERG, RU-YU LAI, AND QIN LI

Abstract. In this paper, we investigate an inverse problem for the radiative transfer
equation that is coupled with a heat equation in a nonscattering medium in Rn, n � 2.
The two equations are coupled through a nonlinear blackbody emission term that is pro-
portional to the fourth power of the temperature. By measuring the radiation intensity
on the surface of the blackbody, we prove that the emission property of the system can
be uniquely reconstructed. In particular, we design a reconstruction procedure that uses
merely one set of experiment setup to fully recover the emission parameter.

1. Introduction

1.1. Motivation. Radiative transfer is the physical phenomenon of energy transfer in
the form of electromagnetic radiation. The classical model equation for such phenomena
is termed the radiative transfer equation (RTE), that encodes absorption, emission, and
scattering processes along the radiation. The equation is widely used in optical imag-
ing [2], atmospheric science [22], and remote sensing [26].
We study the problem for the radiative transfer equation, when it is combined with a

blackbody heat conductance. In particular, the blackbody radiation is coupled with the
classical radiative transfer equation through the “source” term (or the emission term in
the RTE). According to the classical theory for the total blackbody emission power, this
source term mainly depends on the blackbody temperature, which further satisfies the
classical heat equation [18, 19]. The resulting coupled system reads as follows:

(
@tu+ ✓ ·rxu = �µu+

R
Sn�1 �(✓0, ✓)u(t, x, ✓0) d✓0 + ub ,

@tT = �xT � ub + µ 1
|Sn�1|

R
Sn�1 u(t, x, ✓) d✓ ,

(1.1)

where u ⌘ u(t, x, ✓) describes the radiation intensity at time t on the phase space (x, ✓),
with the position x 2 Rn and the direction ✓ 2 Sn�1, and T is the temperature. Here
Sn�1 is the unit sphere in Rn and n � 2.
The first equation of (1.1) is the classical radiative transfer equation with µ ⌘ µ(x)

being the absorption coe�cient, and
R
�(✓0, ✓)u(t, x, ✓0)d✓0 reflecting the fact that some

photons moving in direction ✓0 get scattered into ✓ direction according to the kernel
�(✓0, ✓). ub is typically regarded as the source term that introduces new energy into the
system. For this particular case, it represents the blackbody emission and is the term
that is used to couple u and T . The temperature T satisfies the heat equation with a
heat sink ub, and a heat source that comes from absorbing the photons. According to the
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and stability.
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classical theory from total blackbody emission power argument, the blackbody emission
is proportional to the fourth power of the temperature:

ub = �T 4 ,

where �, the emission coe�cient, is �0, with �0 is known as the Stefan-Boltzmann
constant, and  characterizes the emissivity of the medium. This parameter is typically
unknown for di↵erent materials, and it is the parameter that we would like to reconstruct
by taking measurement on the boundary. For more details, we refer the interested reader
to the book [19], for example, Chapter 10.

1.2. The setup and main results. As a start, we confine ourselves to a simpler situation
where the scattering is turned o↵, meaning � = 0. We also only look at the steady state
solution with t dependence eliminated. The absorption coe�cient µ is assumed to be
known, and we target at reconstructing the emission coe�cient �.
Let ⌦ be an open bounded, connected and strictly convex domain in Rn, n � 2 with

smooth boundary @⌦. The coupled system now is presented as the following:
8
>>><

>>>:

✓ ·rxu+ µu = �T 4 in ⌦⇥ Sn�1 ,

�xT � �T 4 = �µhui in ⌦ ,

u = uB on �� ,

T = TB on @⌦ ,

(1.2)

where the notation

hui(x) := 1

|Sn�1|

Z

Sn�1

u(x, ✓) d✓

is the normalized radiation intensity at location x 2 ⌦. The sets

�± := {(x, ✓) 2 @⌦⇥ Sn�1 : ±✓ · n(x) > 0} ,
collect the boundary coordinates that are pointing out/in of the domain, where the no-
tation n(x) is the unit outer normal vector at x 2 @⌦, on the boundary. The boundary
condition uB prescribes how many photons are injected at the boundary into the domain.
The forward problem for (1.2) amounts to solving u and T when boundary condition

uB and TB are given, assuming � and µ are known. In the inverse problem, it is to
reconstruct � from the outgoing measurement u|�+ for the boundary condition (uB, TB).
To make the statement rigorous, we first need to have a mathematical setup in which

the coupled system (1.2) makes sense. Throughout the paper we assume � and µ are
compactly supported positive functions in C�(⌦), with 0 < � < 1. Moreover, there exist
positive constants �m < �M < 1, and µm < µM < 1 so that the following bounds hold:

0 < �m := min
⌦

�, k�kC�(⌦)  �M ,(1.3)

and

0 < µm := min
⌦

µ, kµkC�(⌦)  µM .(1.4)

We will show, in Section 2, that under these conditions (1.3) and (1.4), the problem
(1.2) is well-posed for suitable chosen boundary conditions. More specifically, there exists
properly defined sets X1 ⇢ C�(��) and X2 ⇢ C2,�(@⌦) so that when (uB, TB) 2 X = X1⌦
X2, the problem (1.2) has a unique and positive solution (u, T ) 2 C�(⌦⇥Sn�1)⇥C2,�(⌦).
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2 KLINGENBERG, LAI, AND LI

classical theory from total blackbody emission power argument, the blackbody emission
is proportional to the fourth power of the temperature:

ub = �T 4 ,

where �, the emission coe�cient, is �0, with �0 is known as the Stefan-Boltzmann
constant, and  characterizes the emissivity of the medium. This parameter is typically
unknown for di↵erent materials, and it is the parameter that we would like to reconstruct
by taking measurement on the boundary. For more details, we refer the interested reader
to the book [19], for example, Chapter 10.

1.2. The setup and main results. As a start, we confine ourselves to a simpler situation
where the scattering is turned o↵, meaning � = 0. We also only look at the steady state
solution with t dependence eliminated. The absorption coe�cient µ is assumed to be
known, and we target at reconstructing the emission coe�cient �.
Let ⌦ be an open bounded, connected and strictly convex domain in Rn, n � 2 with

smooth boundary @⌦. The coupled system now is presented as the following:
8
>>><

>>>:

✓ ·rxu+ µu = �T 4 in ⌦⇥ Sn�1 ,

�xT � �T 4 = �µhui in ⌦ ,

u = uB on �� ,

T = TB on @⌦ ,

(1.2)

where the notation

hui(x) := 1

|Sn�1|

Z

Sn�1

u(x, ✓) d✓

is the normalized radiation intensity at location x 2 ⌦. The sets

�± := {(x, ✓) 2 @⌦⇥ Sn�1 : ±✓ · n(x) > 0} ,
collect the boundary coordinates that are pointing out/in of the domain, where the no-
tation n(x) is the unit outer normal vector at x 2 @⌦, on the boundary. The boundary
condition uB prescribes how many photons are injected at the boundary into the domain.
The forward problem for (1.2) amounts to solving u and T when boundary condition

uB and TB are given, assuming � and µ are known. In the inverse problem, it is to
reconstruct � from the outgoing measurement u|�+ for the boundary condition (uB, TB).
To make the statement rigorous, we first need to have a mathematical setup in which

the coupled system (1.2) makes sense. Throughout the paper we assume � and µ are
compactly supported positive functions in C�(⌦), with 0 < � < 1. Moreover, there exist
positive constants �m < �M < 1, and µm < µM < 1 so that the following bounds hold:

0 < �m := min
⌦

�, k�kC�(⌦)  �M ,(1.3)

and

0 < µm := min
⌦

µ, kµkC�(⌦)  µM .(1.4)

We will show, in Section 2, that under these conditions (1.3) and (1.4), the problem
(1.2) is well-posed for suitable chosen boundary conditions. More specifically, there exists
properly defined sets X1 ⇢ C�(��) and X2 ⇢ C2,�(@⌦) so that when (uB, TB) 2 X = X1⌦
X2, the problem (1.2) has a unique and positive solution (u, T ) 2 C�(⌦⇥Sn�1)⇥C2,�(⌦).
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Equation (4) is an example of a Boltzmann-type integro-differential equation
which has originally been introduced for the study of moderately rarefied gases.
Macroscopic (or fluid) models, where the velocity distribution is described by a
finite set of space-time dependent quantities, can be derived from kinetic models
by a classical procedure, the Hilbert expansion. An introduction to the mathemat-
ical aspects of Boltzmann-type equations and their diffusion limit can be found in
[5].
In [11] and [22], Othmer and Hillen studied the diffusion limit of Eq. (4),

without and with chemotactic effects, respectively. Their analysis is based on
the assumption that the chemotactic influence on the tumbling can be seen as a
perturbation of a dominating isotropic, i.e., "aimless", reorientation. We make this
assumption specific by postulating a relation TO = eTI, where TO and TI are typical
times between aimless and chemotactically oriented turning processes, respec-
tively. The dimensionless parameter e > 0 is small. Now we perform a nondimen-
sionalization of the system (2), (3), (4). We scale velocity in the kinetic equation
by the maximal speed Vo occurring in V. According to the above assumption, the
turning kernel is written in the form

with an appropriately chosen reference value So for the chemo-attractant density
and the dimension d = 2 or d = 3 of the velocity set V. For time and length we use
a diffusion scaling with reference values to = TO/e

2 and Xo = vOTO/e, respectively.
Finally, we introduce the reference values Po = SoDs /(O'.x5) for the macroscopic
cell density as well as/o = po/v'6 for the distribution function. The nondimensional
version of (2), (3), (4) then becomes

asc to
8-a = L1Sc+ Pc - 8-Sc ,

t TS

e2 7;; + ev . \7J'c = -§ASc] (tc),

with

and with the dimensionless parameter 8 = v6To/DS. Partially, the same symbols
are used for scaled quantities as for their dimensional counterparts.
Our main scaling assumption is the smallness of e. We also assume that the

relaxation time TS of the chemo-attractant is at least of the order of magnitude of
the diffusive time scale to. The parameter 8 measures the strength of the diffusivity
of the cells compared to the diffusivity of the chemo-attractant. We assume that 8
is small and set 8 = 0 as an approximation:

-L1Sc = Pc = Lie dv. (8)
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(11 )

Finally, we assume that the environment for the cells is large compared to the
reference length Xo. As an approximation we consider the whole space problem for
(7), (8) subject to the initial conditions

XEIR3 , vEV. (9)

The behaviour of So at infinity is fixed by using the Newtonian potential solution of
(8):

I . () 1 J Po (y, t) ( )
So = Po* 47fjxl ' l.e., So x, t = 47f R3 Ix _ yl dy. 10

We point out that the last two approximations (8 = 0, whole space problem) do not
make an essential difference from the mathematical point of view. For the problem
with 8> 0 and/or a bounded domain with appropriate boundary conditions, the map
Po 1---+ So would be more regular. All our results can be extended to this case with an
adaptation of the proof which takes into account the additional difficulties related to
the heat equation.
Assuming that So is given, smooth enough, and e-independent, Othmer and

Hillen [22] derived the linear chemotaxis model (1) from (7) formally by the
Hilbert expansion procedure in the limit e --+ O.
In this paper, we find conditions which guarantee that the coupled nonlinear

problem (7)-(10) has Keller-Segel type equations as its macroscopic drift-diffu-
sion limit. Note that the nonlinear coupling is due to the dependence of the turning
kernel To on the substrate density So. From a mathematical point of view, this part
of our work is closely related to [26], where the macroscopic limit of the Vlasov-
Poisson-Fokker-Planck system is derived. We also show that for suitable turning
kernels, blow up can be prevented on the kinetic level, although blow up is known
to occur for the corresponding macroscopic limit.
The rest of this paper is organized as follows: In Section 2 the macroscopic

equations are derived by formal asymptotic methods. In Section 3 we show that,
under appropriate assumptions on the dependence of the turning rates on the
chemo-attractant, the kinetic model (with fixed e > 0) has a global solution and
blow up in finite time does not occur. In Section 4 the diffusion limit is carried out
rigorously for short enough time intervals. Note that this is the best result to be
expected, since blow up occurs in the macroscopic limit problem. Two classes of
modeling examples are presented in Section 5. Both examples satisfy the assump-
tions of the convergence result and one of them the global existence theorem.

2. Drift-Diffusion Limit: Formal Computations

In this section the limit e --+ 0 is carried out formally in (7), (10). The resulting
macroscopic model depends on the properties of the turning operator ffdS]. A first
basic property is conservation of cells: The integral of ffo[S](f) with respect to
velocity vanishes, leading to the macroscopic conservation equation

opo
7ft + \7 . i o = 0,

Chalub, F. A., Markowich, P. A., Perthame, B., & Schmeiser, C.: Kinetic models for chemotaxis and their 
drift-diffusion limits. In Nonlinear Differential Equation Models, (2004)

chemotaxis 

B. Perthame, M. Tang, N. Vauchelet, Derivation of the bacterial run-and-tumble kinetic equation from a 
model with biochemical pathway Journal of Mathematical Biology, Vol. 73, No. 5, (2016)



one can consider the limit of this mesoscopic model to a 
macroscopic model, called Keller-Segel model
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chemoattractant c is directly emitted by the cell, diffused on the substrate and
τ−1/2 represents its activation length.

The notation L1
+ means nonnegative integrable functions, and the parabolic

equation on " gives nonnegative solutions (as expected for the cell density)

"(t, x) ≥ 0, c(t, x) ≥ 0. (5.2)

Another property we will use is the conservation of the total number of cells

m0 :=
∫

Rd

"0(x) dx =
∫

Rd

"(t, x) dx. (5.3)

We have set the problem in a full space for the sake of simplicity (the situation
is complicated enough without bounds). On bounded domains Ω, one uses the no-
flux boundary conditions ∂

∂ν " = ∂
∂ν c = 0 on ∂Ω denoting by ν the outward normal.

We will mostly consider the limit α, τ → 0 and fix the positive parameter
χ > 0 (for an optimal result on the parabolic problem see [66]). Then, the Laplace
equation admits several solutions ([98]) and, of course, we consider the solution
determined by the fundamental solution. We obtain (α = 0, τ = 0 in (5.1))






∂
∂t" − ∆" + div("χ∇c) = 0, t ≥ 0, x ∈ Rd,

∇c = −λd
x

|x|d ( ", λd = 1/(d|Bd|),

"(t = 0) = "0 ∈ L∞ ∩ L1
+(Rd).

(5.4)

In two dimensions the situation is somewhat misleading because the corresponding
concentration c = λ2 ln |x| ( n is not positive. This means that the situation has
been oversimplified, which is obvious from the beginning in view of more realistic
literature [164, 178].

This system has been widely studied since the 1980s ([59]) and a recent survey
of the mathematical results is due to Horstmann, [137, 138]. To present roughly
the reason why the mathematics of this system is so interesting, let us mention
that in dimension 1 there are global smooth and unique solutions. In dimension 2,
the Keller–Segel system is critical in L1 (for the dimension d it is critical in Ld/2).
This means that for small initial mass it has been proved (initially by [145]) that
the system is well-posed globally in time (see also 5.3 below). But there is blow-
up, i.e. the solution does not remain bounded, for large mass. Radially symmetric
solutions, and the various types of blow-up, have been widely studied: the density
" concentrates as a Dirac mass [127, 225, 78, 39, 208]. Numerical evidence of the
creation of Dirac masses in non-radial situations is shown in [168] as well as the
evolution of Dirac concentrations for this numerical solution. Figure 5.4 presents
a computation in a rectangle with zero flux boundary condition on " and Dirichlet
boundary condition c = 0.
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it is proven  

solution of the kinetic chemotaxis problem 
  

  to solution of macroscopic Keller-Segel model
→ (as ϵ → 0)

so solutions of the forward problems converge (kinetic -> macroscopic)



given a situation where the solution to the inverse problem for the 
kinetic equation is well-posed 

the solution to the inverse problem for the macroscopic equation is ill 
posed 



the well-posed solution to the inverse problem of the kinetic 
chemotaxis equation 

  
  to an ill posed solution of the inverse problem to the Keller-Segel 

model

→ (as ϵ → 0)

for the inverse problem 

?
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thus we use the probabilistic setting
in practice only noisy data is available

now we move to stochastic versions of these equations

we consider the inverse problem in a Bayesian setting

we consider the solution of the inverse problem both in the kinetic and 
macroscopic setting

we consider the convergence of one to the other in a norm suitable to 
this context



we prove convergence in the Bayesian setting, in an appropriate 
norm

Helmuth, K., Klingenberg, C., Li, Q., Tank, M.: “Multiscale convergence of the inverse problem for 
chemotaxis in the Bayesian setting", manuscript (2021)
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Conclusion
in applications certain modeling parameters of PDE models are not 

known accurately

we suggest to determine these modeling parameters by solving an 
inverse problem

it seems natural that this question leads to looking at inverse problems 
in the Bayesian setting 

in future work we plan to devise efficient machine learning algorithms 
for these inverse problems

the uncertainty quantification paradigm was to assume they are given 
stochastic functions



Thank you for your attention !


