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• Dariusz Uciński, Optimum experimental design for infinite dimensional inverse problems

• HaiYing Wang, Statistical inference based on optimal subdata

• Sonja Surjanovic, William J. Welch, Computer experiments with big n: has Gaussian process
computation been tamed?

• Weng Kee Wong, Optimal experimental designs for complex or high dimensional statistical
models

• Henry P. Wynn, Hugo Maruri-Aguillar, Hilbert series and polynomial models for Smolyak-
type sparse grid designs

• Xin Liu, Rong-Xian Yue, Design admissibility, invariance and optimality in multiresponse
linear models

• Wei Zheng, Optimal design of sampling survey for efficient parameter estimation

• Anatoly Zhigljavsky, Luc Pronzato, Energy functionals, minimizing measures and kernel
herding



Workshop on Design of Experiments, April 30 – May 4 2018, CIRM, Marseille, France

Experiments for determining non-isothermal kinetic rates

Anthony C. Atkinson
London School of Economics, London WC2A 2AE, UK

The optimal design of experiments for the nonlinear models arising in chemical kinetics was in-
troduced by Box and Lucas [1]. One of their examples is first-order decay with rate a function of
temperature. They consider a batch reaction which starts from known conditions. The experimen-
tal problem is to find the times, and temperatures, at which measurements are to be taken for best
estimation of the parameters of the model. The experimental design so found consists of running
the experiment on two batches for specified times at specified temperatures and then taking one
reading of the concentrations on each batch. However, many industrial experiments afford the
opportunity to take a series of readings as the reaction proceeds. The talk will investigate the
properties of such designs.

The main example concerns design when there are two consecutive reactions with kinetics following
the Arrhenius law, so the model has four parameters. The ‘Box and Lucas’ design requires four
runs of the experiment at specific temperatures with a single measurement per batch at a specified
time. With a series of readings the experimental requirements can be reduced to two runs at
different constant temperatures. A third possibility is one run, in which the temperature follows a
specified profile. Optimal designs under these strategies will be compared both for information per
experimental run and for information per reading. These extreme assessments provide guidance
when detailed information on costs is not available.

Throughout, as in Box and Lucas, the criterion is local D-optimality. The talk will show how the
structure of the three classes of design depend upon the duration of the experiment. An extension
of the generalized equivalence theorem of optimal experimental design provides insight into the
properties of the calculated designs.

References:

[1] G.E.P. Box and H.L. Lucas, “Design of experiments in nonlinear situations”, Biometrika, 46:77–
90, 1959.

[Professor A.C. Atkinson; Department of Statistics, London School of Economics, London WC2A
2AE, UK]
[a.c.atkinson@lse.ac.uk]
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Designs which allow each medical centre to treat only a limited num-
ber of cancer types with only a limited number of drugs

Rosemary A. Bailey

Peter J. Cameron
University of St Andrews, UK

In order to keep the protocol for a cancer clinical trial simple for each medical centre involved, it is
proposed to limit each medical centre to only a few of the cancer types and only a few of the drugs.
Let v1 be the total number of cancer types, and v2 the total number of drugs. At the workshop
on Design and Analysis of Experiments in Healthcare at the Isaac Newton Institute, Cambridge,
UK in 2015, Valerii Fedorov listed the following desirable properties.

(a) All medical centres involve the same number, say k1, of cancer types, where k1 < v1.

(b) All medical centres use the same number, say k2, of drugs, where k2 < v2.

(c) Each pair of distinct cancer types are involved together at the same non-zero number, say
λ11, of medical centres.

(d) Each pair of distinct drugs are used together at the same non-zero number, say λ22, of medical
centres.

(e) Each drug is used on each type of cancer at the same number, say λ12, of medical centres.

The first four conditions state that, considered separately, the designs for cancer types and drugs
are balanced incomplete-block designs (a.k.a. 2-designs) with the medical centres as blocks. We
propose calling a design that satisfies all five properties a 2-part 2-design.

The parameters of a 2-part 2-design satsify some equations, and also an inequality that generalizes
both Fisher’s inequality and Bose’s inequality.

We give several constructions of 2-part 2-designs, then generalize them to m-part 2-designs.

[R. A. Bailey; School of Mathematics and Statistics, University of St Andrews, North Haugh, St
Andrews, Fife KY16 9SS, UK]
[rab24@st-andrews.ac.uk — www-groups.mcs.st-andrews.ac.uk/~rab/]
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Uncertainty functionals and the greedy reduction of uncertainty

Julien Bect
L2S, Gif-sur-Yvette, France

François Bachoc
IMT, Toulouse, France

David Ginsbourger
Idiap, Martigny, Switzerland & IMSV, Bern, Switzerland

The idea of Stepwise Uncertainty Reduction (SUR) has appeared under various names and in var-
ious fields (psychophysics, computer vision, machine learning. . . ) throughout the eighties and the
nineties. More recently, starting with the work of E. Vazquez and co-authors [1, 2], it has been
successfully applied to the sequential design of numerical experiments, in particular optimization
and reliability analysis, based on Gaussian process priors. In a nutshell, a SUR sequential design
greedily minimizes the expected value of some “measure of uncertainty” (e.g., the entropy or vari-
ance of some quantity of interest) in order to make it go to zero, hopefully as fast as possible.
This talk will present recent results [3] about the almost sure consistency of some SUR sequential
designs, in particular under Gaussian process priors, and discuss the properties of uncertainty func-
tionals (i.e., the functionals used to compute quantitative measures of uncertainty from posterior
distributions) that make such results possible.

References:

[1] E. Vazquez and M. Piera-Martinez, “Estimation du volume des ensembles d’excursion d’un
processus gaussien par krigeage intrinsèque”, 39e Journées de Statistique, Angers, France, 2007.

[2] J. Villemonteix, E. Vazquez and E. Walter, “An informational approach to the global optimiza-
tion of expensive-to-evaluate functions”, J. Glob. Optim., 44(4):509–534, 2009.

[3] J. Bect, F. Bachoc and D. Ginsbourger, “A supermartingale approach to Gaussian process
based sequential design of experiments”, arXiv:1608.01118v2, 2017.

[Julien Bect; L2S, CentraleSupélec, 3 rue Joliot-Curie, 91192 Gif-sur-Yvette cedex, France.]
[julien.bect@l2s.centralesupelec.fr — www.l2s.centralesupelec.fr/perso/julien.bect]



Workshop on Design of Experiments, April 30 – May 4 2018, CIRM, Marseille, France

Optimal designs for experiments with mixtures

Stefanie G.M. Biedermann

Rana H. Khashab
University of Southampton, Southampton, UK

Steven G. Gilmour
King’s College London, London, UK

Experiments involving mixtures are conducted in a variety of areas, for example in food processing
or in chemical research. The experimental region is constrained naturally, as the proportions of
all ingredients have to sum to one. Additional constraints may arise when there are bounds on
the proportions, for example a cake must contain a minimum percentage of flour to have the right
texture and flavour. Khashab, Gilmour and Biedermann (2018) propose a new class of models to
fit the data from such experiments, based on fractional polynomial models (Royston and Altman,
1994). In the talk, I will motivate this modelling approach, and will use a number of historical
data sets to compare these models with various other models suggested in the literature. I will
then present some optimal designs for these models, and will further discuss some general issues
related to designing experiments for mixtures.

References:

[1] R. H. Khashab, S. G. Gilmour and S. G. M. Biedermann, “Fractional polynomial models for
constrained mixture experiments”, Working paper, 2018.

[2] P. Royston and D. G. Altman, “Regression using fractional polynomials of continuous covari-
ates”, J. Roy. Statist. Soc., C43(3):429–467, 1994.

[Stefanie Biedermann; University of Southampton, Mathematical Sciences, Highfield Campus,
SO17 1BJ, Southampton, UK]
[S.Biedermann@soton.ac.uk — https://www.southampton.ac.uk/maths/about/staff/sb33.

page]



Workshop on Design of Experiments, April 30 – May 4 2018, CIRM, Marseille, France

Randomization based perspectives of randomized block designs and
a new test statistic for the Fisher randomization test

Peng Ding
University of California, Berkeley, USA

Tirthankar Dasgupta
Rutgers University, Piscataway, USA

Randomized complete block designs (RCBD) are extensions of matched pair designs when the
number of treatments is greater than two. An early application and evaluation of the Fisher
randomization test was done under RCBDs, and this is a classical topic that had sparked the
famous Neyman-Fisher controversy in a meeting at the Royal Statistical Society in 1935 and still
continues to intrigue the statistics community. A recent paper by Sabbaghi and Rubin (2014) has
shed some light on this topic. In this paper, we extend the work of Sabbaghi and Rubin (2014)
and our previous work on completely randomized designs by providing a more careful theoretical
evaluation of the randomization test in an RCBD setting from an asymptotic perspective. Using
the potential outcomes framework, we examine the behavior of the classical F statistic under
Fishers sharp null hypothesis of no treatment effect on any experimental unit and Neymans null
hypothesis of no average treatment effect. It is argued that using the F statistic in the Fisher
randomization test under Neymans null does not necessarily yield the correct type-I error. We
propose conducting the randomization test with a new Wald-type test statistic, which makes the
test exact for Fishers sharp null and asymptotically conservative for Neymans null hypothesis.

References:

[1] A. Sabbaghi and D. B. Rubin, “Comments on the NeymanFisher Controversy and Its Conse-
quences”, Statist. Sci., 29(2):267–284, 2014.

[2] P. Ding and T. Dasgupta, “A randomization-based perspective on analysis of variance: a test
statistic robust to treatment effect heterogeneity”, Biometrika, 105(1):31–44, 2018.

[Tirthankar Dasgupta; Rutgers University, Department of Statistics and Biostatistics, 110 Frel-
inghuysen Rd, Piscataway, NJ 08854]
[tirthankar.dasgupta — https://dumptydg.wixsite.com/mysite]
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Optimal designs for dose-response models with partially observed
interim/hidden layers

Valerii V. Fedorov
ICON plc, North Wales, PA, USA

In dose selection/ranging trials a researcher knows the dose given, may/may not measure (PK
stage or layer) certain characteristics, such as AUC, Cmax, or Tmax, and observes the response(s)
to treatment, for example, efficacy and/or toxicity end-points (PD stage or layer). For every stage
its own model can be suggested and outputs from the first one can be viewed as candidate inputs
for the second stage model. In cases when outcomes of the first stage cannot be observed the
setting reminds the neural networks modeling and that partially explains our terminology. In this
presentation various designs will be compared and discussed.

[V.V. Fedorov; ICON plc, North Wales, PA, USA]
[Valerii.Fedorov@iconplc.com]
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Statistical implications of informative dose allocation in binary re-
gression

Nancy Flournoy
University of Missouri, Columbia MO, USA

Assaf Oron
Institute for Disease Mapping, Bellevue WA, USA

In many fields such acute toxicity studies, Phase I cancer trials, sensory studies and psychometric
testing, binary regression techniques are used to analyze data following informative dose allocation.
We assume a binary response Y has a monotone positive response probability to a stimulus or
treatment X, and we consider designs that sequentially select X values for new subjects in a way
that concentrates treatments in a certain region of interest under the dose-response curve. We
discuss how data analysis at the end of a study is affected by choosing the stimulus value for each
subject sequentially according to some informative sampling rule.

Without loss of generality, we call a positive response a toxicity and the stimulus a dose. For
simplicity, we restrict this talk to the case of a univariate treatment X and binary Y, and further
assume that treatments are limited to a finite set {d1, d2, . . . , dM} of M values we call doses.
Now suppose n subjects receive treatments that were sequentially selected (according so some rule
using data from prior subjects) from the restricted set of M doses. Let Nm and Tm denote the
number of subjects receiving treatment dm and the number of toxicities observed on treatment
dm, respectively. Define Fm ≡ P{Y = 1|X = dm} = E[Y |X = dm].

Then it is often said that the distribution of Tm given Nm is Binomial with parameters (Fm, Nm).
But taking Nm as fixed is not the same as conditioning on this random variable, and conditioning
on informative dose assignments is not the same as conditioning on summary dose frequencies. In
fact, the observed dose-specific toxicity rate, Tm/Nm, is biased for Fm. From first principals, we
show unconditionally that

E

[
Tm
Nm

]
= Fm −

Cov[Tm/Nm, Nm]

E[Nm]
.

Fm is a first-order linear approximation to the expected dose-specific toxicity rate, E[Tm/Nm]. The
observed toxicity rate is biased for Fm because adaptive allocations, by design, induce a correlation
between toxicity rates and allocation frequencies.

This bias impacts inference procedures: Isotonic regression methods use dose-specific toxicity rates
directly. Standard likelihood-based methods mask the bias by providing first-order linear approxi-
mations. We illustrate these biases using isotonic and likelihood-based regression methods in some
well known (small sample size) adaptive methods including selected up-and-down designs, interval
designs, and the continual reassessment method.

[Nancy Flournoy; University of Missouri]
[flournoyn@missouri.edu — http://web.missouri.edu/~flournoyn/]
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Approximate optimal designs for multivariate polynomial regression

Yohann de Castro
IMO University of Orsay

Fabrice Gamboa
IMT University of Toulouse

Didier Henrion
Roxana Hess
Jean-Bernard Lasserre
LAAS CNRS Toulouse

We introduce a new approach aiming at computing approximate optimal designs for multivariate
polynomial regressions on compact (semi-algebraic) design spaces. We use the moment-sum-of-
squares hierarchy of semidefinite programming problems to solve numerically the approximate
optimal design problem. The geometry of the design is recovered via semidefinite programming
duality theory. This work shows that the hierarchy converges to the approximate optimal de-
sign as the order of the hierarchy increases. Furthermore, we provide a dual certificate ensuring
finite convergence of the hierarchy and showing that the approximate optimal design can be com-
puted numerically with our method. As a byproduct, we revisit the equivalence theorem of the
experimental design theory: it is linked to the Christoffel polynomial and it characterizes finite
convergence of the moment-sum-of-square hierarchies

[Fabrice, Gamboa; IMT Université Paul Sabatier 118 Route de Narbonne 31000 Toulouse]
[fabrice.gamboa@math.univ-toulouse.fr — https://www.math.univ-toulouse.fr/~gamboa/

newwab/Pages_Fabrice_Gamboa/Main_Page.html]
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Sampling and spectral approximation

Bertrand Gauthier
Cardiff University - School of Mathematics, Wales (UK)

We will give an overview of the results presented in [1]. This work addresses the problem of
designing sparse quadratures for the approximation of integral operators related to symmetric
positive-semidefinite kernels. We more specifically aim at obtaining quadratures leading to an
accurate approximation of the main eigendirections of a given initial operator (i.e., the directions
related to the largest eigenvalues). A particular attention is paid to the quadrature-sparsification
problem, which consists in designing sparse quadratures with support included in a fixed finite set
of points; this framework in particular encompasses the landmark-selection, or column-sampling,
problem for the approximation of large-scale kernel matrices.

We assess the approximation error through the squared Hilbert-Schmidt norm of the difference
between the initial and approximate operators, both operators being interpreted as operators
acting on the reproducing kernel Hilbert space associated with the kernel considered; we refer to
the underlying criterion as the squared-kernel discrepancy between the initial and approximate
measures; the squared-kernel discrepancy can in addition be interpreted as a “weighted spectral
sum-of-squared-errors-type criterion”.

For approximate measures with support included in a fixed finite set of points, the squared-kernel
discrepancy can be expressed as a convex quadratic function; sparsity of the approximate mea-
sure can then be promoted through the introduction of an `1-type penalisation, and the induced
penalised squared-kernel-discrepancy minimisation problems then consist in convex quadratic min-
imisation problems. The so obtained quadratic programs can be interpreted as the Lagrange du-
als of distorted one-class support-vector machines (SVM) defined from the squared kernel, the
initial measure and the penalisation term; the points selected through penalised squared-kernel-
discrepancy minimisation thus correspond to the support vectors of these SVMs.

We pay a special attention to the approximation of the main eigenpairs of an initial operator
induced by the eigendecomposition of an approximate operator; to assess the accuracy of an ap-
proximate eigendirection while estimating the associated approximate eigenvalue, we in particular
rely on the notion of geometric approximate eigenvalues. Motivated by the invariance property of
the spectral approximations induced by proportional approximate measures, and in order to derive
bounds on the overall accuracy of these spectral approximations, we also introduce the notion of
conic squared-kernel discrepancy.

Numerical strategies for solving large-scale penalised squared-kernel-discrepancy minimisation prob-
lems are discussed, and the efficiency of the approach is illustrated by a series of examples. In
particular, the ability of the proposed methodology to lead to accurate approximations of the main
eigenpairs of kernel matrices related to large-scale datasets is demonstrated.

References:

[1] B. Gauthier and J.A.K. Suykens, “Optimal quadrature-sparsification for integral operator ap-
proximation”, preprint, https://hal.archives-ouvertes.fr/hal-01416786/.

[Bertrand Gauthier; Senghennydd Road, Cardiff, CF24 4AG, United Kingdom]
[GauthierB@cardiff.ac.uk — https://www.cardiff.ac.uk]
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Compound utility functions in Bayesian randomized adaptive designs

Alessandra Giovagnoli
University of Bologna, Bologna, Italy

Isabella Verdinelli
Carnegie Mellon University, Pittsburgh, USA

Bayesian response-adaptive designs have become popular in the recent literature. They formalize
the use of previous knowledge at the planning stage of the experiment, and also allow for a recursive
update of the prior information. Randomization, although still debated in the Bayesian theory, also
plays a role. Some of the approaches to experiments proposed in the literature combine frequentist
and Bayesian frameworks. The inference is frequentist, but a prior probability on the parameters is
used to help at the design stage. For example [1] presents ways to combine Bayesian models, utility
functions and frequentist analyses in clinical trials. This is the approach of this paper, in which a
binary response model on two treatments is considered, with two independent Beta priors on the
success probabilities. The outlook is decisional: the treatments are randomized at each step by
maximizing the updated expected utility. We propose a utility function that is a trade-off between
the acquisition of scientific knowledge, through the experiment, and some ethical or utilitarian
gain, typical in clinical trials. Thus our utility is a weighted average of those two quantities, as in
[2], [3] and [4]. The double-adaptive design methods introduced in frequentist statistics are those
in which the randomization probability depends at each step on the current allocation as well as
the target. By extending this approach - in particular the Efficient Randomized Adaptive DEsign
(ERADE) by [5] - to the Bayesian theory, we define a doubly-adaptive Bayesian design denoted as
BRACE (Bayesian Randomized Adaptive Compound Efficient). The treatment allocation of the
BRACE design is shown to converge to the one that maximises the utility function. Theoretical
results are supported by numerical simulation studies that compare the behaviour of BRACE to
other randomized Bayesian designs.

References:

[1]S. Ventz, G. Parmigiani, and L. Trippa, “Combining Bayesian experimental designs and frequen-
tist data analyses: motivations and examples”, Appl. Stoch. Model. Bus., 33(3):302–313, 2017.

[2] A. Baldi-Antognini and A. Giovagnoli, “Compound optimal allocation for individual and col-
lective ethics in binary clinical trials”, Biometrika, 97(4):935–946, 2010.

[3] I. Verdinelli and J.B. Kadane, “Bayesian designs for maximizing information and outcome”, J.
Am. Statist. Ass., 87:510–515, 1992.

[4] O. Sverdlov and W.F. Rosenberger, “On recent advances in optimal allocation designs in clinical
trials”, J. Stat. Theor. Prac., 7(4):753–773, 2013.

[5] F. Hu, L.-X. Zhang, and X. He, “Efficient randomized-adaptive designs”, Ann. Stat., 37(5A):2543–
2560, 2009.

[Alessandra Giovagnoli; University of Bologna, via Belle Arti 41, 40126, Bologna, Italy]
[alessandra.giovagnoli@unibo.it]
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An algorithm for generating good mixed level factorial designs

Ulrike Grömping
Beuth University of Applied Sciences, Berlin, Germany

Mixed integer programming, implemented with R package DoE.MIParray using commercial op-
timizers Gurobi or Mosek, is applied for the creation of “good” mixed level factorial designs, where
“good” refers to (possibly partial) generalized minimum aberration, as introduced in [7]. The al-
gorithm is presented in [3]; it improves the algorithm of [1] by exploiting coding invariance results
from [2], incorporating lower bounds from [4] and [5], and potentially reducing optimization to
short word lengths only.

Usefulness of the algorithm is demonstrated on the biotechnological experiment presented in [6],
whose (already quite reasonable) design could have been substantially improved.

References:

[1] R. Fontana, “Generalized minimum aberration mixed-level orthogonal arrays: A general ap-
proach based on sequential integer quadratically constrained quadratic programming”, Communi-
cations in Statistics — Theory and Methods, 46:4275–4284, 2017.

[2] U. Grömping, “ Coding Invariance in Factorial Linear Models and a New Tool for Assessing
Combinatorial Equivalence of Factorial Designs”, Journal of Statistical Planning and Inference,
193(1):1–14, 2018.

[3] U. Grömping and R. Fontana, “An Algorithm for Generating Good Mixed Level Factorial De-
signs”, Reports in Mathematics, Physics and Chemistry, Report 1/2018, Dep. II, Beuth University
of Applied Sciences Berlin, 1–23, 2018.

[4] U. Grömping and H. Xu, “Generalized Resolution for Orthogonal Arrays”, The Annals of
Statistics, 42(3):918–939.

[5] M.Q. Liu and D.K.J. Lin, “Construction of Optimal Mixed-Level Supersaturated Designs”,
Statistica Sinica 19:197–211, 2009.

[6] N. Vasilev, Ch. Schmitz, U. Grömping, R., Fischer and S. Schillberg, “Assessment of Cultiva-
tion Factors that Affect Biomass and Geraniol Production in Transgenic Tobacco Cell Suspension
Cultures”, PLoS ONE, 9(8:e104620):1–7, 2014.

[7] H. Xu, H. and C.F.J. Wu, “Generalized minimum aberration for asymmetrical fractional fac-
torial designs”. The Annals of Statistics, 29:1066–1077, 2001.

[Ulrike Grömping; Department II, Beuth University of Applied Sciences, Luxemburger Str. 10,
D-13353 Berlin, Germany]
[groemping@bht-berlin.de — prof.beuth-hochschule.de/groemping]
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Computing D-optimal designs of experiments on finite spaces: a sur-
vey and comparison of algorithms

Radoslav Harman
Comenius University, Bratislava, Slovakia

Computing D-optimal approximate designs of experiments on finite spaces is an important algorith-
mic problem, with applications in statistics, geometry, and elsewhere. While the first algorithms
for D-optimality were developed half a century ago, significant improvements emerged only rela-
tively recently. Modern algorithms allow solving problems with a million of design points in a few
seconds.

In the talk, I will briefly discuss the basic principles of the classical and the state-of-the art
algorithms. In particular, I will discuss the properties of a new, randomized batch-exchange method
(see [1] for details). I will then compare the performance of the algorithms for problems of various
sizes and structures, and suggest guidelines for selecting the best D-optimal design algorithm
depending on a given situation.

References:

[1] R. Harman, L. Filová and P. Richtárik. A Randomized Exchange Algorithm for Computing
Optimal Approximate Designs of Experiments. arXiv:1801.05661, 2018.

[Radoslav Harman; Faculty of Mathematics, Physics and Informatics, Comenius University in
Bratislava, Mlynská dolina, 84248 Bratislava, Slovakia]
[harman@fmph.uniba.sk — www.iam.fmph.uniba.sk/ospm/Harman/]
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Evaluation of randomization procedures for clinical trial design op-
timization with various clinical trial layouts

Ralf-Dieter Hilgers
RWTH Aachen University, Aachen, Germany

Randomization is a key term in the definition of “randomized controlled trials”. Randomization
is used to protect the clinical trial results against bias and justify the statistical model. There
are a huge number of randomization procedure which show advantages and disadvantages with
respect to various evaluation criteria. But no procedure performs best with respect to all criteria.
Consequently research choose the randomization procedure not by a scientific evaluation. Recently
Proschan [1] developed a model to describe the impact of bias on the type one error rate in clinical
trials und by this connects the practical setting of a clinical trial via the randomization process
with the level of evidence resulting from a clinical trial.

Recently Hilgers et al. [2] used this approach, generalizes the setting by inclusion of other bias
types and proposed a comprehensive framework for evaluation of randomization procedures for
clinical trial design optimization. The framework is examplified for a single center clinical trial
with a 2-arm parallel group design, using an 1:1 allocation ratio without interim analysis and
no adaptation in the randomization process where the response is measured with a continuous
normal endpoint to prove a superiority hypothesis. The framework includes the derivation of the
distribution of the resulting t-test statistic under the model with misspecification and a model for
selection and time trend bias.

Within this talk I will generalize the statistical model in two direction. I first will consider a
multicenter clinical trial. I still consider a 2-arm parallel group design, using an 1:1 allocation
ratio without interim analysis and no adaptation in the randomization process where the response
is measured with a continuous normal endpoint to prove a superiority hypothesis. As statistical
analysis technique I am using a stratified weighted t-test for statistical analysis. Then I propose a
corresponding bias models for selection and time trend bias accounting for the multicenter nature
of the trial. I will give the non-centrality parameters of the stratified weighted t-test statistic under
the misspecification model which is doubly noncentral t. With this results it is possible to calculate
the actual type I error rate for each allocation sequence resulting form the respective randomization
procedure in the presence of selection and/or time trend bias. And finally it allows us depending on
the amount of bias we would like to control, to select the best performing randomization procedure.
The calculation is facilitated by using the R package RandomizeR [3]. I will present some numerical
results.
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Optimization of dose finding studies for fixed dose combinations us-
ing nonlinear mixed-effect models

Theodoros Papathanasiou
University of Copenhagen, Copenhagen, Denmark
Novo Nordisk A/S, Sborg, Denmark

Anders Strathe
Rune Viig Overgaard
Novo Nordisk A/S, Sborg, Denmark

Trine Meldgaard Lund
University of Copenhagen, Copenhagen, Denmark.

Andrew C. Hooker
Uppsala University, Uppsala, Sweden

Drug therapies are increasingly becoming more targeted in their delivery to the body, which may
improve the specificity of where and how a drug is active in the body, but may be suboptimal in a
physiological system that has evolved to be regulated by a multiplicity of pathways. Thus, combina-
tions of targeted treatments are being investigated for potentially higher clinical benefit, especially
when the combined drugs act via synergistic interactions. The clinical development of combina-
tion treatments is particularly challenging, especially during the dose selection phase, where a vast
range of possible combination doses exist. It has previously been shown that dose selection can
be improved though the modeling of exposure-response (E-R) relationships of combinatory drug
effects through population pharmacokinetic-pharmacodynamic (PKPD) drug interaction models
[1]. However, as shown in [1], the study design is important in correctly characterizing these models
used for dosing decisions. Traditionally, drug combination studies are conducted based on factorial
designs and variations thereof (i.e. fractional factorial). While simple in their conception and con-
struction, the choice of the investigated dose levels is often empirical. In this work we investigate
how dose selection can be optimized in drug combination studies through the use of these popu-
lation PKPD drug interaction models. We explore local optimal designs (D- and Ds-optimality)
to maximize the precision of model parameters in a number of potential E-R surfaces. We also
consider a compound criterion (D/V-optimality) to optimize the precision of model predictions
in specific parts of the E-R surfaces [2]. Finally, for the most promising local designs, globally
optimal design criteria are explored. We find the compound criterion designs investigated to be a
promising way forward for combination therapy studies.
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Statistical inference of covariate-adaptive randomized studies

Feifang Hu
George Washington University, Washington, DC, USA

Wei Ma
Renmin University of China, Beijing, China
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University of Cincinnati, Cincinnati, USA

Yang Li
Renmin University of China, Beijing, China

Covariate-adjusted randomization is frequently used in comparative studies, such as clinical trials
and causal inference. However, since the randomization inevitably uses the covariate informa-
tion when forming balanced treatment assignments, the validity of classical statistical inference
following such randomization is often unclear. In this talk, we derive the theoretical proper-
ties of statistical inference post general covariate-adjusted randomization under the linear model
framework. More important, we explicitly unveil the relationship between covariate-adjusted and
inference properties. We apply the proposed general theory to various randomization procedures
including complete randomization (CR), re-randomization (RR), pairwise sequential randomization
(PSR), and Atkinson’s DA- optimality biased coin design (DA-BCD) and compare their perfor-
mance analytically. We then proposed a new adjusted approach to obtain valid and more powerful
tests. These results open a new door to understand and analyze comparative studies based on
covariate-adjusted randomization. Simulation studies provide further evidence of the advantages
of the proposed framework and theoretical results. This talk is based on joint research with Wei
Ma, Yichen Qin and Yang Li.
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The “When and why?” about definitive screening designs

Volker Kraft
SAS Institute - JMP Division, Heidelberg, Germany

For many good reasons, during recent years Definitive Screening Designs (DSD) have been em-
braced by many practitioners in industry and academia. In addition to modern design tools imple-
menting DSDs, analysis techniques allow to estimate both main effects and second-order effects.
Does it mean that this type of design became a new de-facto standard for designed experiments?
One the one hand, you can learn a lot from DSDs at a minimal budget. One the other hand, lim-
itations exist concerning the types of possible factors and the choice of models for data analysis.
We demonstrate several design and analysis examples and discuss the limitations and advantages
of this approach.
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Efficient designs for the estimation of mixed and self carryover effects

Joachim Kunert
Department of Statistics, TU Dortmund, Germany

Johanna Mielke
Novartis Pharma AG, Basel, Switzerland

Biosimilars are copies of biological medicines that are developed by a competitor after the patent
for the originator drug has expired. Extensive clinical trials are required to show therapeutic
equivalence between the biosimilar and its reference product before a biosimilar can be sold on the
market. However, even after more than 10 years of experience with biosimilars in Europe, there
is still some uncertainty if the patients who are already taking the reference product can switch
between the biosimilar and its reference product (see e.g. Ebbers et al, 2012). One convenient way
to assess the impact of switches is the analysis of mixed and self carryover effects: if the products
are switchable, there should not be any difference in the carryover effects. This paper determines a
series of simple designs which are highly efficient for the comparison of the mixed and self carryover
effects of two treatments.

Efficient designs for the estimation of direct effects have been determined by Kunert and Stufken
(2008). It turns out that the determination of efficient designs for the estimation of carryover effects
is harder, because the information matrix for the estimation of carryover effects is not completely
symmetric, not even for the best designs.
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Implementation of algorithms of optimal experimental design on a
quantum computer

Sergei L. Leonov
ICON Clinical Research, North Wales, PA, USA

Valerii V. Fedorov
ICON Clinical Research, North Wales, PA, USA

Iterative algorithms for the construction of optimal experimental designs for regression models and
specifics of their implementation on a quantum computer are discussed. We present several ex-
amples of optimal model-based design problems originating in biopharmaceutical applications and
show how to reformulate these problems as quadratic unconstrained binary optimization problems
(QUBO) that can be solved on a D-Wave quantum annealer; see

https://www.dwavesys.com/quantum-computing
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Recent development on design for computer experiment with mixed
inputs

Yuanzhen He
School of Statistics, Beijing Normal University, Beijing, China

C. Devon Lin
Department of Mathematics and Statistics, Queen’s University, Kingston, On-
tario, Canada

Fasheng Sun
KLAS and School of Mathematics and Statistics, Northeast Normal University,
Changchun, Jilin, PR China

Computer experiments with qualitative and quantitative factors occur frequently in various ap-
plications in science, engineering and business. Marginally coupled designs were introduced to
accommodate such experiments in a more efficient, less costly way. Some basic, general con-
structions of such designs are proposed. Further methods for improving projection and overall
space-filling properties are introduced. When the designs for qualitative factors are two-level or
multi-level orthogonal arrays, constructions based on subspace theory are proposed. The theoreti-
cal results on the proposed constructions are derived. For practical use, some constructed designs
for two-level and three-level qualitative factors are tabulated.

[C. Devon Lin; Department of Mathematics and Statistics, Queens University, Kingston, ON, K7L
3N6, Canada]
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Design of order-of-addition experiments

Dennis K.J. Lin
Department of Statistics, The Pennsylvania State University, University Park,
PA, USA

In Fisher (1971), a lady was able to distinguish (by tasting) from whether the tea or the milk was
first added to the cup. This is probably the first popular order of addition experiment. In general,
there are m required components and we hope to determine the optimal sequence for adding these
m components one after another. Knowing the optimal order of addition of components related
in production is crucial. It is often unaffordable to test all the m! treatments, and the design
problem arises (note that when m=10, for example, m! is about 3.5 million). We consider the
model in which the response of a treatment depends on the pairwise orders of the components.
The optimal design theory under this model is established, and the optimal values of the D-, A-,
E-, and M:S:-criteria are derived. We identify a special constraint on the correlation structure of
such designs. The closed-form construction of a class of optimal designs is obtained, with examples
for illustration.

[Dennis K. J. Lin; 317 Thomas Building, University Park, PA 16802]
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Optimal designs for trials with discrete longitudinal data analyzed
by nonlinear mixed effect models

France Mentré
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Trials with discrete longitudinal data can be analyzed with nonlinear mixed effect models (NLMEM).
To derive optimal designs or to compare several designs we can use the expected Fisher information
matrix (FIM). We developed a new method to evaluate the FIM for NLMEM with discrete data
based on Monte-Carlo Hamiltonian Monte-Carlo (MC/HMC) [1]. We implemented it in the R
package MIXFIM using R-Stan for HMC sampling. This approach requires a priori knowledge on
models and parameters to compute the FIM, leading to locally optimal designs. We extended this
MC/HMC-based method to account for uncertainty in parameters and/or models. When introduc-
ing uncertainty on the population parameters, we evaluated the robust FIM as the expectation of
the FIM computed by MC/HMC. To account for several candidate models, we used the compound
D-optimality criterion [2, 3].

We illustrated this approach on two examples: one with repeated count data and one with repeated
binary data. For the first example, we assumed a longitudinal Poisson count model, where the
event rate parameter depends on dose through four candidate models. For the second example,
we assumed a longitudinal binary data model, where the logit depends on time and treatment
group through four candidate models. For each example, using MC/HMC to compute the FIM, we
performed combinatorial optimization to define optimal doses or sampling times, respectively. First
we derived D-optimal designs for each candidate model and then the CD-optimal design accross the
four models assuming equal a priori weights. We showed that misspecification of models could lead
to low D-efficiencies and that CD-optimal designs provided a good compromise for the different
candidate models. The proposed design strategy, based on MC/HMC and compound optimality
theory, is a relevant approach which can be used to efficiently design longitudinal studies accounting
for model uncertainty.
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Model-based design of dose-finding studies using longitudinal re-
sponse modelling

Tobias Mielke
Janssen-Cilag, Germany

Although regulatory guidance emphasizes the importance of dose-response modelling since more
than 20 years, dose-finding in clinical drug development is still mainly based on pairwise compar-
isons to a control. Implications on study designs include small numbers of doses tested, to reduce
multiplicity penalty. Only promising doses are then typically considered, increasing the likelihood
of success for at least one of these. These designs are weak for dose-response modelling, where
optimized designs would emphasize an allocation to doses on the steep part of the curve. Efficient
methods for model-based testing against a flat dose-response have been published by Bornkamp
et al.[1] and qualified by the EMA[2] in recent years. This has opened the door wider for the
application of optimum experimental designs in drug development.

As dose-response relations are typically non-linear in some of the parameters, optimized study
designs will be generally only locally optimal and might hence lose efficiency for a true, but un-
known dose-response relation. Interim analyses allow to update the design using interim parameter
estimates (Dragalin et al. [3]). The benefit of interim design adjustments depends on the amount
of interim information available and hence the quality of the initial design. A true optimal design
may only be worsened using interim design adjustments. Similarily, weak study designs will easily
benefit from interim adjustments. In practice, initial designs will be neither optimal nor heavily
suboptimal, such that an early interim analyses could lead to false design adjustments, whereas
late interim analyses will only lead to limited benefit.

Patients are continuously recruited into dose-finding studies and followed-up for several months to
describe the dose-response on the endpoint at a certain time, e.g. 12 weeks after start of treatment.
Due to various operational reasons, a pause of recruitment to wait for interim data is not desired
in these studies. This reduces the time window and available data for the conduct of interim
analyses. Longitudinal modelling allows in this situation to increase information at the interim
analyses, supporting interim decision making.

Dragalin[4] described adaptive designs in dose-finding using an integrated two-component model for
longitudinal modelling of the dose-response introduced by Fu and Manner[5]. In this presentation,
we extend the work from Dragalin to discuss timing of the interim analysis and the impact of
modelling assumptions and information approximations on the efficiency of study designs.
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Copula-based robust optimal block designs
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Blocking is often used to reduce known variability in designed experiments by collecting together
homogeneous experimental units. A common modelling assumption for such experiments is that
responses from units within a block are dependent. Accounting for such dependencies in both
the design of the experiment and the modelling of the resulting data when the response is not
normally distributed can be challenging, particularly in terms of the computation required to find
an optimal design. The application of copulas and marginal modelling provides a computationally
efficient approach for estimating population-average treatment effects. Motivated by an experiment
from materials testing, we develop and demonstrate designs with blocks of size two using copula
models. Such designs are also important in applications ranging from microarray experiments
to experiments on human eyes or limbs with naturally occurring blocks of size two. We present
methodology for design selection, make comparisons to existing approaches in the literature and
assess the robustness of the designs to modelling assumptions.
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Sequential design of experiments for estimating quantiles of black-
box functions
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We consider here the question of estimating a quantile of a random variable g(X), where g : X ⊂
Rd → R is a “black-box” function and X is a random vector of known distribution. Typically,
g stands for a computer model and X for its uncertain multivariate input. We assume that g is
accessible only through a limited dataset {g(x1), . . . , g(xn)}, which rules out a simple Monte-Carlo
(MC) strategy. A classical approach in this scenario is to rely on metamodels: the observation set
is used to build a fast-to-evaluate approximation q̂ of g, on which a simple MC method can be
conducted to estimate the quantile.

Designing the experiment {x1, . . . , xn} is critical to maximize the quality of such estimate. We focus
here on the Gaussian process (GP) metamodel, which has the advantage of being particularly well-
suited for sequential sampling (i.e. adding observations one at a time, using the metamodel to guide
the process). We build up from promising previous work [1,3] to present a novel procedure tailored
to quantile estimation in the form of a classical Bayesian Optimization algorithm, with sequential
maximization of an acquisition function. This function evaluates the value of a new candidate
sample by estimating by how much it would affect the quantile estimates. A particular attention is
given to the formulation of the function and implementation issues to keep it numerically tractable,
even when the problem dimension increases. The proposed strategy is tested on several numerical
examples with up to six uncertain parameters, showing that accurate estimators can be obtained
using only small designs of experiments.

This abstract is excerpt from [2], which contains the full mathematical background, method de-
scription and numerical results.
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Sampling issues for robust inversion
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In the present talk, we consider a system evolving in an uncertain environment. That system is
modeled by a numerical simulator f , whose inputs are of two types: a set of control variables
x ∈ X, and a set of uncertain variables v ∈ V. More precisely, f : X× V → R+. Robust inversion
consists in seeking the set of control variables x ∈ X such that supv∈V f(x, v) is bounded by a
prescribed threshold c > 0. Then, the difficulty of solving the robust inversion problem strongly
depends on the uncertainty set V. In our framework, the uncertainty set V is a functional space.
We also assume that the uncertainty has a probabilistic description: the uncertainty is modeled
by a random variable V valued in V. We then consider the following stochastic inversion problem:
we are seeking the set Γ∗ := {x ∈ X , g(x) := EV [f(x, V )] ≤ c}. In our setting, the probability
distribution of V is only known from a set of M realizations {v1, . . . , vM}.
A Stepwise Uncertainty Reduction (SUR) strategy aims at constructing a sequence x1, x2, . . . of
evaluation points of g in such a way that the residual uncertainty about Γ∗ given the information
provided by the evaluation results is small. More precisely, SUR strategies are based on three main
ideas [1]. The first (Bayesian) idea is to consider g as a sample path of a random process, which is
assumed Gaussian for the sake of tractability. Doing so entails that any quantity depending on g
is formally a random variable. The second idea is to introduce a measure of the uncertainty about
the quantity of interest conditioned on the σ-algebra An generated by {(xi, g(xi)), 1 ≤ i ≤ n}. We
will denote by Hn(g) such a measure of uncertainty, which is an An-measurable random variable.
In the context of robust inversion, its choice is based on the theory of random closed sets [2].
The third idea is to choose evaluation points sequentially in order to minimize at each step n the
expected value of the future uncertainty Hn+1(g) with respect to the random outcome of the new
evaluation of g:

xn+1 = arg min
x∈X

Jn(x) := En (Hn+1(g) |xn+1 = x)

where En(·) stands for the conditional expectation E (·|An).

The key contribution of the present work is to adapt the aforementioned SUR strategy to our setting
where g is defined as g(x) = EV [f(x, V )] with V a random variable taking its values in a functional
space V. The expectation is estimated by an average on a set of m realizations of V among the M
realizations {v1, . . . , vM}. We propose an adaptive strategy, sampling alternatively one point x in
the control set X with the SUR strategy and m realizations of V in the set {v1, . . . , vM} using an
innovative space filling strategy.

Our new procedure will be tested on an analytical test case, as far as on an industrial application
from the French Oil Institute (IFP Energies nouvelles).
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Randomization-based inference: the forgotten component of ran-
domized clinical trials

William F. Rosenberger
George Mason University, Fairfax, VA, USA

Randomization has been the hallmark of the clinical trial since Sir Bradford Hill introduced it
in the 1948 streptomycin trial. An exploration of the early literature yields three rationales: (1)
the incorporation of randomization provides unpredictability in treatment assignments, thereby
mitigating selection bias; (2) randomization tends to ensure comparability in the treatment groups
on known and unknown confounders (at least asymptotically); and (3) the act of randomization
itself provides a basis for inference when random sampling is not conducted from a population
model. Of these three, rationale (3) is often forgotten, ignored, or left untaught. And yet, since
the dawn of statistics, it is has been recognized that randomized experiments cannot use statistical
techniques developed for random sampling from a population. Today, randomization is a rote
exercise, scarcely considered in protocols or medical journal articles. Randomization was done
by Excel is a standard sentence that serves to check the box that investigators specify how they
conducted the randomization.

In this talk, we review the history of randomization as a basis for inference and describe how
randomization-based inference can be used for virtually any outcome of interest in a clinical trial.
We conclude that randomization matters!
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Using the S-Lemma to design robust experiments

Guillaume Sagnol
Technical University Berlin, Germany

We address the problem of designing optimal experiments when the data is uncertain. This situ-
ation includes –but is not limited to– the design of nonlinear experiments: here the information
matrix depends on unknown parameters, so we have to rely on computationally expensive Bayesian
or minimax design approaches. In particular, one difficulty to compute minimax designs is that,
when a design ξ is given, the problem of finding the worst combination of parameters in some
plausible region is an NP-hard optimization problem.

Building on work from [1-3] on robust estimators, we propose to design experiments that are
robust to deviations of the design matrix from a nominal scenario. Rather than relying on a
parametric model for the design matrix (the standard approach for nonlinear experiments), our
uncertainty set is defined as a ball of design matrices relative to the spectral norm. By using the
celebrated S-lemma [4], we formulate the problem of simultaneously computing a robust design
and the corresponding robust linear estimator by semidefinite programming. This approach is
a tractable alternative to minimax optimal designs, and seems appealing when the number of
uncertain parameters is large.
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Optimal designs for enzyme inhibition kinetic models

Kirsten Schorning

Holger Dette
Katrin Kettelhake
Tilman Möller
Ruhr-University Bochum, Bochum, Germany

We consider a new method for determining optimal designs for enzyme inhibition kinetic models,
which are used to model the influence of the concentration of a substrate and an inhibition on the
velocity of a reaction. The approach uses a nonlinear transformation of the vector of predictors
such that the model in the new coordinates is given by an incomplete response surface model.
Although there exist no explicit solutions of the optimal design problem for incomplete response
surface models so far, the corresponding design problem in the new coordinates is substantially
more transparent, such that explicit or numerical solutions can be determined more easily. The
designs for the original problem can finally be found by an inverse transformation of the optimal
designs determined for the response surface model. We illustrate the method determining explicit
solutions for the D-optimal design and for the optimal design problem for estimating the individual
coefficients in a non-competitive enzyme inhibition kinetic model.

[Kirsten Schorning; Ruhr-University Bochum]
[kirsten.schorning@rub.de]
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Simplify designs: reduction principles revisited

Rainer Schwabe
Otto-von-Guericke-University, Magdeburg, Germany

Based on convex optimization the general theory of optimal design is well developed. However, in
practice for every non-standard statistical situation an individual optimal solution still has to be
computed which may be challenging in the case of high dimensions and/or nonlinear relationships.

While a diversity of algorithmic approaches is available ranging from steepest descent, multiplica-
tive, and quasi-Newton to metaheuristic algorithms like particle swarm optimization involving high
computational efforts, there may be still interest in analytical solutions or in reduction of the com-
plexity of the problem to decrease the computational burden or to obtain exact benchmarks on
the quality of competing designs.

Reduction principles in the construction of optimal designs we revisit here will be invariance and
equivariance, majorization, and reduction to lower-dimensional problems. The applicability of
these general concepts will be exhibited in a variety of non-standard experimental situations.

This is joint work with Fritjof Freise (Technical University Dortmund), Osama Idais, Eric Nyarko,
Maryna Prus, Martin Radloff, Frank Röttger, Dennis Schmidt, and Marius Schmidt (all University
of Magdeburg).

[Rainer Schwabe; Otto-von-Guericke-Umiversität, Universitätsplatz 2, D-39 106 Magdeburg, Ger-
many]
[rainer.schwabe@ovgu.de — www.imst3.ovgu.de]
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Information-based optimal subdata selection

John Stufken
Arizona State University, Tempe, USA

The focus of this presentation is on the analysis of data with a very large number of cases, n, and
a modest number of variables, p. The size of n, or the lack of access to a sufficiently powerful
computing platform, might necessitate or suggest the use of subdata, which consists of only some
of the cases. How should one select such subdata?

In the linear regression context, several subsampling methods have been proposed (cf. Meng et
al., 2017) to obtain such subdata, along with appropriate estimation methods. Such methods have
been referred to as algorithmic leveraging methods.

Also in the context of linear regression, Wang et al. (2018) proposed a deterministic method
for subdata selection, referred to as Information-Based Optimal Subdata Selection (IBOSS). This
method borrows ideas from design of experiments to select subdata that provides “maximum
information”.

In this presentation, I will briefly introduce the different methods for subdata selection, with an
emphasis on the IBOSS method. Selected results and comparisons from Wang et al. (2018) will be
presented. I will conclude with a brief discussion of remaining challenges in this area of research.
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Second order saturated designs and strong orthogonal arrays

Yuanzhen He
Beijing Normal University, Beijing, China

Ching-Shui Cheng
University of California, Berkeley, USA

Boxin Tang
Simon Fraser University, Burnaby, Canada

Strong orthogonal arrays were recently introduced and studied as a class of space-filling designs for
computer experiments. To enjoy the benefits of better space-filling properties, when compared to
ordinary orthogonal arrays, strong orthogonal arrays need to have strength three or higher, which
may require run sizes that are too large for experimenters to afford. To address this problem, we
introduce a new class of arrays, called strong orthogonal arrays of strength two plus. These arrays,
while being more economical than strong orthogonal arrays of strength three, still enjoy the better
two-dimensional space-filling property of the latter. Among the many results we have obtained
on the characterizations and construction of strong orthogonal arrays of strength two plus, worth
special mention is their intimate connection with second order saturated designs.

[Boxin Tang; Simon Fraser University, Dept of Statistics and Acturial Science, Burnaby, BC V5A
1S6, Canada]
[boxint@sfu.ca — www.stat.sfu.ca/~boxint]
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Optimum experimental design for infinite dimensional inverse prob-
lems

Dariusz Uciński
University of Zielona Góra, Zielona Góra, Poland

A great difficulty in parameter estimation of distributed parameter systems, i.e., systems described
by partial differential equations, is the inability to observe the system states over the entire spatial
domain. This leads to the question of where to locate sensors so that the information content of
the resulting measurements be as high as possible. As ‘best’ sensor positions have to be deter-
mined prior to actual data collection, the choice of the appropriate optimality criterion becomes
of paramount importance. Sensor location for parameter estimation usually follows the traditional
approach of statistical experimental design and is based on various performance measures defined
on the Fisher information matrix associated with the estimated parameters. An overview of this
currently very active research area is contained in the monograph [1].

Over the last decade communications about sensor locations have continued to to grow. A very
prospective direction, which is stimulated by data assimiliation for air quality monitoring, con-
stitutes inclusion of the unknown initial state as an additional unknown parameter. The infinite
dimensional nature of the resulting parameter space is inherently associated with the ill-posedness,
which means that even low noise in the data may make the estimates extremely unstable. This
generated interest in a Bayesian framework which quite naturally makes it possible to take account
of prior statistical information of the unknown parameters and/or states. The relevant works, see,
e.g., [2]–[4] are extremely auspicious, although at present the main impediment to this approach
is the inordinately large scale of attendant computations.

The talk is aimed at characterizing the difficulties and challenges of this area of experimental
design. Special attention will be paid to the definition of the covariance operator for the Gaussian
prior as the inverse of an elliptic differential operator, the appropriate problem discretization and
dimensionality reduction, evaluation of A- and D-optimality criteria for large matrices, and sparsity
enforcing techniques to get a ‘continuous’ approximation to the binary optimization problem which
the sensor selection from a predefined finite set of candidate locations actually is. The presentation
will be complemented by illustrative numerical examples.
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Statistical inference based on optimal subdata

HaiYing Wang
University of Connecticut, Storrs, CT, USA

The Optimal Subsampling Method under the A-optimality Criterion (OSMAC) proposed in [1]
samples more informative data points with higher probabilities. However, the original OSMAC
estimator use inverse of optimal subsampling probabilities as weights in the likelihood function.
This reduces contributions of more informative data points and the resultant estimator may lose
efficiency. In this paper [2], we propose a more efficient estimator based on OSMAC subsample
without weighting the likelihood function. Both asymptotic results and numerical results show
that the new estimator is more efficient. In addition, our focus in this paper is inference for the
true parameter, while [1] focuses on approximating the full data estimator. We also develop a new
algorithm based on Poisson sampling, which does not require to approximate the optimal subsam-
pling probabilities all at once. This is computationally advantageous when available random-access
memory is not enough to hold the full data. Interestingly, asymptotic distributions also show that
Poisson sampling produces more efficient estimator if the sampling rate, the ratio of the subsample
size to the full data sample size, does not converge to zero. We also obtain the unconditional
asymptotic distribution for the estimator based on Poisson sampling.
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Computer experiments with big n: has Gaussian process computa-
tion been tamed?

Sonja Surjanovic
William J. Welch
University of British Columbia, Vancouver, Canada

Computer models are routinely used in a wide variety of applications to replace or augment phys-
ical studies. Analogous to statistical design of physical experiments, a computer experiment is a
planned set of runs of the computer code, varying the input variables. Because of its computational
cost, the computer model is often replaced by a fast statistical surrogate to model the relationship
between the inputs and the output(s). The surrogate is used for “what if” prediction, optimization,
calibration, and other user objectives.

For decades Gaussian processes (GPs) have been the almost ubiquitous choice for the statistical
surrogate (Sacks et al., 1989; Currin et al., 1991; O’Hagan, 1992). The GP itself is computation-
ally expensive for large designs, however. Standard algorithms to train a GP using data from n
computer model runs have O(n3) running time in every likelihood, and hence posterior, evaluation.

Several approaches have tackled the unfavourable computationally complexity of GPs. To make
analysis more efficient for arbitrary designs, Kaufman et al. (2011) employed sparse matrix tech-
niques, and Gramacy and Apley (2015) introduced localized GPs. Alternatively, special designs
can allow faster analysis: Gramacy and Lee (2008, 2009) combined sequential design and treed
GPs, and Plumlee (2014) exploited the special structure of sparse-grid designs.

After presenting an overview of these methods, their performances will be compared in a variety
of settings.
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Optimal experimental designs for complex or high dimensional sta-
tistical models

Weng Kee Wong
Department of Biostatistics, Fielding School of Public Health, UCLA, USA

Algorithms are practical ways to find optimal experimental designs. Most published work in the
statistical literature concerns optimal design problems for models with a few factors or assume
models are additive when there are multiple factors. With big data, there are increasingly high-
dimensional design problems with many factors and many of the current algorithms may not work
well. Nature-inspired meta-heuristic algorithms are general and powerful optimization tools that
seem to have been under-utilized in statistical research. I describe their numerous advantages
over current algorithms for finding efficient designs, and demonstrate how they can quickly find
single or multiple-objective optimal designs for dose response studies and for tackling complex or
high-dimensional optimal design problems in biostatistics.

[Weng Kee Wong; Department of Biostatistics, Fielding School of Public Health, University of
California at Los Angeles, 405 Hilgard Avenue, Los Angeles, California 90095, USA]
[wkwong@ucla.edu — https://ph.ucla.edu/faculty/wong]
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Hilbert series and polynomial models for Smolyak-type sparse grid
designs

Henry P. Wynn
London School of Economics, UK

Hugo Maruri-Aguillar
Queen Mary University of London, UK

Sparse grid are used in the area of stochastic finite element solutions to differential equations to
capture the input stochastic component, particularly with reference to polynomial quadrature and
interpolation. In the case that the grids are nested they have a very special algebraic form as a
union of tensor grids, or full factorial designs in the terminology of classical experimental design.
This structure applies both to the grids themselves and to the polynomial basis of the underlying
model via the minimal free resolution (MFR) of the associated ideal. The decomposition of the
model itself is given by the associated Stanley representation. It also transpires that the inclusion-
exclusion like formulae used for the underlying interpolation in the sparse grid theory follows from
this decomposition and also that the complicated coefficients which multiply the separate tensor
terms in the interpolation and quadrature formulae are derivable from the Betti coefficients of the
MFR. These are held by the Hilbert series and indeed the whole interpolator has a Hilbert series
representation.

A wide class of sparse grids have the nesting condition and hence give the above decomposition.
Moreover, the aberration and Alexander duality theory in papers [1] and [2] go some way to
explaining the interesting complementary and ”hyperbolic” nature of some grids .

The methods can be thought of as a contribution to the modern theory of Uncertainty Quantifi-
cation (UQ) and follow partly from paper [3]. But there is much work to be done in linking the
optimality of sparse grids, for example the optimal spacing arising from the orthogonal polynomial
theory, to the rather different crireria in optimal experimantal design.
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Design admissibility, invariance and optimality in multiresponse lin-
ear models

Xin Liu
Donghua University, Shanghai, China

Rong-Xian Yue
Shanghai Normal University, Shanghai, China

In many experimental situations, especially in engineering, pharmaceutical and biomedical as well
as environmental research, there are more than one response to be measured for each unit. The
multiresponse models play an important role in many areas of science. This work deals with optimal
design problems for the multiresponse linear models. We focus on investigating the optimality,
admissibility and invariance of approximate designs. Necessary and sufficient conditions are given
for a design to be admissible and invariant. An Elfving’s theorem for D-optimality is established
for the multiresponse linear models. Several examples are given for illustration.
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Optimal design of sampling survey for efficient parameter estimation

Wei Zheng
University of Tennessee, Knoxville, USA

For many tasks of data analysis, we may only have the information of the explanatory variable
and the evaluation of the response values are quite expensive. While it is impractical or too costly
to obtain the responses of all units, a natural remedy is to judiciously select a good sample of
units, for which the responses are to be evaluated. In this talk, I will introduce an algorithm
with the following features (i) The statistical efficiency of any candidate sample can be evaluated
without knowing the exact optimal sample; (ii) It can be applied to a very wide class of statistical
models; (iii) It can be integrated with a broad class of information criteria; (iv) It is much faster
than existing algorithms. (v) A geometric interpretation is adopted to theoretically justify the
relaxation of the original combinatorial problem to continuous optimization problem.

In the end, I will propose some variates of the algorithm to solve some traditional design problems.
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Energy functionals, minimizing measures and kernel herding

Anatoly Zhigljavsky
School of Mathematics, Cardiff University, Cardiff, UK

Luc Pronzato
Laboratoire I3S, Université Côte d’Azur, CNRS, Sophia Antipolis, France

This is a survey of some recent results dealing with energy functionals which are

Φ(µ) =

∫
X

∫
X
K(x, y)µ(dx)µ(dy),

where µ is a signed measure on X . The main mathematical concepts involved are RKHS and
integrally strictly conditionally positive functions and kernels. We make an emphasis on a rela-
tion between the problems of construction of the signed measure minimizing the energy and the
construction of the BLUE for the location scale model. This has several interesting consequences,
especially for smooth kernels.

In the second part of the talk we consider some known algorithms of kernel herding and observe
that these algorithms are particular instances of common algorithms of construction of optimal
designs.

At the end of the talk we discuss extensions of some classical results on positive definite kernels to
the case of singular kernels whose values at the diagonal are not defined; here some results obtained
by Tomos Phillips (PhD student at Cardiff University) are essential.

Part of the discussion is based on a recent work of H.Dette, A.Pepelyshev and the first coauthor,
see [1]. Other key papers surveyed in the talk are [2-4].
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OpenTURNS: an open source uncertainty engineering software

Bertrand Iooss, Michaël Baudin, Anne-Laure Popelin
EDF R&D, Chatou, France

Anne Dutfoy
EDF R&D, Saclay, France

The needs to assess robust performances for complex systems and to answer tighter regulatory pro-
cesses (security, safety, environmental control, health impacts, etc.) have led to the emergence of a
new industrial simulation challenge: to take uncertainties into account when dealing with complex
numerical simulation frameworks [1]. Many attempts at treating uncertainty in industrial applica-
tions have involved different mathematical approaches and standards (sometimes domain-specific):
metrology, structural reliability, variational approaches, design of experiments, global sensitivity
analysis, machine learning approaches, etc. However, facing the questioning of their certifica-
tion authorities in an increasing number of different domains, a generic methodology has emerged
from the joint effort of several industrial companies and academic institutions [2]. The specific
organizational challenges attached are transparency (with respect to safety authoriries), genericity
(multi-applicative domain issues), modularity (easy integration from the open-source community),
multi-accessibility (different levels of use and users) and industrial computing capabilities.

As no software was fully answering the mathematical techniques and organizational challenges
mentioned above, EDF R&D, Airbus Group, and Phimeca Engineering started a collaboration at
the beginning of 2005, joined by IMACS in 2014, for the development of an open-source software
platform dedicated to uncertainty propagation by probabilistic methods, named OpenTURNS for
open-source treatment of uncertainty, Risk N Statistics [3]. Based on a probabilistic representation
of the model input variables, this tool aims to integrate all the useful algorithms for the probabilis-
tic modeling (including the dependence issues), the statistical sampling tools (including various
numerical designs of experiments), the uncertainty quantification (UQ) and sensitivity analysis
steps, the metamodeling and parameter calibration techniques.

OpenTURNS is supported by its core team and its user community via the website www.openturns.
org. At EDF, OpenTURNS is the reference software on UQ issues, for methodological dissemina-
tion in the business units. Numerous efforts have been made for its integration into the various
computing environments. It is thus integrated within the Salome platform [4], allowing to couple
many field-physics models. Since 2017, OpenTURNS has facilitated the coupling of any system
model, thanks to the use of the Functional Mock-Up Interface (FMI) standard, an API widely used
by most modeling languages, such as Modelica.
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Information-regret compromise in covariate-adaptive treatment al-
location

Asya Metelkina

Luc Pronzato
Laboratoire I3S, Université Côte d’Azur, CNRS, Sophia Antipolis, France

We consider the construction of adaptive designs for ethical treatment allocation in (phase III)
clinical trials. The usual objective of clinical trials concerns statistical inference about the effects of
treatments as functions of covariates, through the estimation of each treatment model. In practice,
this objective must be balanced with individual ethics that requires to favor allocation of the best
treatment for each patient enrolled in the trial. To explicitly account for these conflicting objectives,
we introduce a compromise criterion which is a convex combination of (i) an information criterion
(concave function of Fisher information matrix) reflecting the precision of statistical inference and
of (ii) an additive cost associated to the allocation of poorest treatment. The presentation is based
on the paper [1].

The concept of design measures is natural for investigating asymptotic properties of designs, when
the allocation strategy can be constructed to target the desired limiting measure. Within the
framework of approximate design theory, the determination of an allocation measure that maxi-
mizes the compromise criterion forms a compound design problem. We show that when covariates
are i.i.d. with a probability measure µ, its solution possesses some similarities with the construction
of optimal design measures bounded by µ and is characterized through an equivalence theorem.
The form of our compromise criterion insures that the optimal measure maximizes the information
criterion under a bound constraint on ethical cost.

To target the optimal measure, we construct adaptive sequential designs, where the patients enter
the study sequentially and current allocation depends on covariates of the current individual and
possibly on covariates, allocations and responses of previous individuals. We introduce an oracle
covariate-adaptive sequential allocation strategy that converges to the optimal measure and derive
its asymptotic properties. In general, this sequential allocation is deterministic. When random-
ization is needed, an alternative optimal allocation strategy is proposed, where for each subject
we use random balanced allocation with probability β and the predictable rule with probability
(1− β).

The (randomized) oracle strategy requires the knowledge of the distribution of covariates µ; more-
over, its construction is complicated for trials involving non-scalar covariates. These difficulties can
be avoided by using a covariate-adaptive allocation rule based on empirical allocation measures,
which can be shown to converge to the optimal allocation. The target measure is locally opti-
mal since its construction depends on the parameters of treatment models. A covariate-adjusted
response-adaptive version of this allocation rule is proposed, which uses the current ML parameter
estimates and targets the optimal allocation measure for the true unknown model parameters. The
obtained optimal designs can be used as benchmarks for other, more usual, allocation methods.
Several illustrative examples are provided and a comparison is made with recent results of the
literature on CARA design.
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Robust designs accounting for model uncertainty in longitudinal
studies with binary outcomes
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Objectives: Nonlinear mixed effect models are widely used for the analysis of longitudinal data
obtained during clinical trials. To design these studies, a method evaluating the expected Fisher
Information Matrix (FIM), without any linearization, was proposed based on Monte-Carlo and
Hamiltonian Monte-Carlo (MC/HMC) and implemented in the R package MIXFIM [1]. This
approach however requires a priori knowledge of the model, which may lead to non-informative de-
signs if the guessed model is inaccurate. We aimed to propose a robust design approach to account
for model uncertainty and to ensure a compromise between the overall precision of estimation and
the power of the Wald test to detect a covariate effect. We illustrated and evaluated by simulations
the proposed approach through an example of designing a longitudinal trial with binary outcomes.

Methods: First, to optimize designs given a predefined model, different optimality criteria based
on the FIM evaluated by MC/HMC were computed: the D-optimality to account for the whole set
of parameters, the DS-optimality for a subset of parameters of interest, and the DDS-optimality
for a compromise between the D- and DS-optimality. Then, to account for model uncertainty,
we assumed a set of candidate models with their respective weights and we computed robust
designs across these models using compound CD-, CDS- and CDDS-optimality [2]. These methods
were applied to design a study with two treatment groups, using a logistic model for repeated
binary responses. Four candidate models describing the evolution of the logit-probability of the
response over time (0 to 12 months) were defined: M1 linear, M2 log-linear, M3 quadratic and M4
exponential models. We performed combinatorial optimization to obtain sparse sampling times
which were optimal for each model separately or optimal over the four models. Using the FIM
for a given design, we also predicted the average power of the Wald test to detect a significant
treatment effect over the four models. Clinical trial simulations were then used to evaluate the
performances of the CDDS-optimal design ξCDDS

vs. the DDS-optimal design for a given model
(ξDDS1

, for M1) vs. the equi-spaced design ξES . For that we simulated 500 datasets under each
model and analyzed them using SAEM algorithm in the software MONOLIX2016R1.

Results: Misspecification of models led to designs with D-efficiencies as low as 64.6%. The
compound criteria provided efficient robust designs across the four models, with D-efficiencies
always above 80%. With the designs ξES , ξDDS1

, and ξCDDS
, we predicted respectively 358, 320

and 274 subjects needed to achieve an average power of 0.9 over the four models. The simulation
study confirmed that, for the same number of subjects, the robust design ξCDDS

is more informative
than ξDDS1

and ξES , giving acceptable estimation errors and good power for the four models.

Conclusion: The proposed design strategy based on MC/HMC and compound optimality theory,
is a relevant approach which can be used to efficiently design longitudinal studies. This approach
accounts for model uncertainty and ensures a balance between the overall precision of estimation
and the power of the Wald test to detect a covariate effect.
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In this work we propose an innovative approach for the construction of heterogeneous choice designs
for correlated choice preferences. Differently from existing researches in the choice experiment
literature that usually employs the exact design framework, we build optimal heterogeneous choice
designs based on approximate design theory under the Panel Mixed Logit model that explicitly
takes into account the fact that the responses given by the same respondent are correlated. The
approach we have developed allows us for obtaining optimal heterogeneous choice designs composed
by groups of choice-sets to be administered to a proportion of subject according to the optimal
weights.

We demonstrate the efficiency of our proposal through an application to a real case study that
concerns the analysis of the consumers’ preferences for sustainable coffees integrating a choice
experiment with consumers sensory tests. To this end, we develop our proposal under a compound
design criterion (Wynn, 1970; Atkinson and Bogacka, 1997; Atkinson et al., 2007) in order to
address the following two main issues: i) an efficient estimation of the attributes of the choice
experiment, and ii) detection of the effect of the sensory assesment scores obtained through a guided
tasting session. We present the estimation results related to the proposed optimal heterogeneous
choice design that are very satisfactory by also confirming the validity of our innovative approach.
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Some considerations on optimal experimental design for landscape
ecology
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Population dynamics in heterogeneous landscapes can be investigated using parsimonious reaction-
diffusion models whose parameters can be infered from geolocalised population measurements and
remote sensing data [1]. Such methodology is now well established for the study of beneficial
insects and pest populations in agricultural landscapes [2]. But the cost of landscape-scale exper-
iments remains the main bottleneck against a rich interaction between empirical and modelling
approaches.
In this work, we are interested in reaction-diffusion models with a known (or independently esti-
mated) initial condition equation, a non-linear state equation, an observation equation related to
the cumulated population density at a given position over a target period and a data model for
count or presence/absence.
We advocate that practitioners would greatly benefit from using optimal experimental design [3,4].
We illustrate this by constructing an on-average Ds-optimal exact design for a previously published
model [2]. Our desired perspectives include relying on sequential design for parameter estimation
and model discrimination [5] and, from a more applied point of view, to use optimal design for
landscape genetics as well [6].
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Extension of the Schoenberg theorem to integrally conditionally pos-
itive definite functions

Tomos R.L. Phillips
School of Mathematics, Cardiff University, Cardiff, UK

The celebrated Schoenberg theorem establishes a relation between positive definite and condition-
ally positive definite functions. In this paper, we consider the classes of real-valued functions
P(J) and CP(J), which are positive definite and respectively, conditionally positive definite, with
respect to a given class of test functions J . For suitably chosen J , the classes P(J) and CP(J)
contain classically positive definite (respectively, conditionally positive definite) functions, as well
as functions which are singular at the origin. The main result of the paper is a generalization of
Schoenberg’s theorem to such function classes. We provide many examples of integrally positive
definite functions and integrally conditionally positive definite functions with singularity at the
origin.

The main application of the integrally conditionally positive definite functions is associated with
the functional (energy)

Φf (µ) =

∫ ∫
f(x− y) dµ(x)dµ(y)

on the space of finite signed measures µ: if f is integrally conditionally positive definite function
then the functional Φf (·) is convex on the space of signed measures µ such that their energy is
finite.

We also describe an algorithm of numerical construction of signed measure minimizing the energy
functional Φf (·) in the case of functions f with singularity.
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Various optimality criteria for the prediction of individual response
curves

Maryna Prus
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The subject of this work is random coefficients regression models, where observational units (in-
dividuals) are assumed to come from same population and differ from each other by individual
random parameters. Analytical results for optimal designs for commonly used design criteria as
linear and determinant criteria for the prediction in these models are presented in [1] and [2] (see
also [3]). A practical approach for computation of optimal approximate and exact designs for linear
criteria was discussed in [4]. Here we consider optimal designs for some particular Kiefer-criteria
as well as G-criterion for the prediction of individual response curves.
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Optimal design theory for nonlinear regression studies local optimality on a given design space.
We identify the Bradley-Terry paired comparison model with graph representations and prove
for an arbitrary number of parameters, that every saturated D-optimal design is displayed as a
path in its graph representation. Via this path property we give a complete description of the
optimality regions of saturated designs. Furthermore, we exemplify the unsaturated D-optimal
designs with full support for 4 parameters by finding representations of the semi-algebraic sets
given by the Kiefer-Wolfowitz equivalence theorem. This leads to formulas for the weights of the
optimal designs being rational functions in the intensities, hence the parameters. This extends
the results of Graßhoff and Schwabe in [1] for the one-way layout to the Bradley-Terry paired
comparison model with 4 parameters.
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Implementing optimal designs for dose-response studies through
adaptive randomization for a small population group
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A problem of implementing the D-optimal design for dose-response studies with censored time-
to-event outcomes is addressed. Particularly, we consider a quadratic dose-response model for
log-transformed Weibull event times that are subject to right censoring. D-optimal designs for
such a problem depend on the true model parameters and the amount of censoring in the model.
In practice, such designs can be implemented adaptively, when dose assignments are made accord-
ing to updated knowledge of the dose-response curve at interim analysis [1]. It is also essential that
treatment allocation involves randomization – to mitigate various experimental biases and enable
valid statistical inference at the end of the trial. In this work, we perform a comparison of several
randomization procedures that can be used for implementing D-optimal deigns for dose-response
studies with time-to-event outcomes with small to moderate sample sizes. We compare them in
terms of balance, randomness, estimation efficiency, and impact on bias and uncertainty of param-
eter estimates. We consider single stage, two-stage, and multi-stage adaptive designs. Scenarios
with chronological and selection bias are explored as well.
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Selection of strong orthogonal arrays of strength two
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Strong orthogonal arrays, a class of space-filling designs, used for computer experiments were
introduced and studied by He and Tang (2013). For these arrays, to enjoy better space-filling
properties than comparable ordinary orthogonal arrays, they need to be of strength three or higher.
But for some studies, such arrays of strength three or higher often require large run sizes, which may
be too expensive for experimenters to afford. This draws our attention back to strong orthogonal
arrays of strength two. In this paper we investigate those arrays that maximize the number of
subarrays that retain the two-dimensional properties of strong orthogonal arrays of strength three.
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