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- The most general qualitative pasting result:
- Finite Determination Theorem (M.O., 2012): Let $A$ be a locally finite metric space whose finite subsets admit bilipschitz embeddings with uniformly bounded distortions into a Banach space $X$. Then, $A$ also admits a bilipschitz embedding into $X$.


## An Application

- Combining the Finite Determination Theorem with the known results of I. Benjamini-O. Schramm (1997), Bourgain (1986), and S. Buyalo-A. Dranishnikov-V. Schroeder (2007), we get the following metric characterization of nonsuperreflexive Banach spaces.
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- Recall the well-known Observation: $X \in(\mathbf{U})$ implies $D(X)=1$.
- As I understand, the first version of this observation (for $\left.L_{p}[0,1]\right)$ goes back to J. Bretagnolle, D. Dacunha-Castelle, and J.-L. Krivine (1966). More general versions evolved together with the theory of ultraproducts.
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- Using the triangle inequality one can show that an isometric embedding $T$ of $M$ into $c_{0}$ satisfying $T(0)=0$ should be such that the image of $e_{0}$ should have infinitely many coordinates with an absolute value 1 , a contradiction.
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- Corollary (repeated) : $D\left(\ell_{p}\right)=1^{+}$for $p \neq 2, \infty$.
- This Corollary of the $\mathbf{1}^{+}$-Theorem gives the best possible answer to some of the questions on relations between embeddability into $\ell_{p}$ and $L_{p}$ asked by A. Naor and Y. Peres (2011, Question 10.7, they mention that the subtlety between embeddings into $L_{p}$ and $\ell_{p}$ was pointed out by M . Bourdon).
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- One of the standard examples is

$$
\gamma(t)=t(\cos (\ln t), \quad \sin (\ln t)), \quad t>1
$$

which is (as is easy to check) a $\sqrt{2}$-bilipschitz embedding of the half-line $t>1$.
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- Open Problem: Do there exist Banach spaces $X$ for which $D(X)>1^{+}$?
- One of the modifications. This can be used for finite-dimensional decompositions in the the sum is not an $\ell_{p}$-sum, but its restriction to the sum of any two subspaces if isometric to an $\ell-p$-sum.
- This modification allows to improve the constant in the Baudier-Lancien (2008) theorem. For Banach spaces $X$ with no nontrivial cotype we get $D(X) \leq 4^{+}$instead of $D(X) \leq 216$ proved by Baudier-Lancien.

