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Discrete Time White Noise

•

•



Typical Random Walks



De Moivre – Laplace Limit

•

•



Wiener Paths



White Noise (Continuous Time)



Randomized Dynamics

•



Simulating an ODE

An approximation to the solution of the 
ODE Ẋ = - X with X(0)=1. 



σ = 0.30



Ito form of the SDE





Markov Processes

• To specify a stochastic process we must specify all its multi-time pdfs

• The process is Markov if we have 



Transition Mechanism

• These give the conditional probabilities

• We have the propagation rule (Chapman-Kolmogorov equation)



Wiener’s construction

• The Wiener process is a Markov process which starts at the origin at time zero, and 
has the transition mechanism

• The transition mechanism is the Green’s function for the heat equation



The Ito differential dW(t)

• This is not a true differential! The square of dW(t) is not negligible. Instead,

• So, for instance, we have the Ito formula



Functional Integration (Feynman & Kac)



Diffusions

• Let’s return to the Ito SDE

• We have the stochastic  differential expansion



Diffusions

• Averaging gives

where the generator of the diffusion is

• Alternatively, this may be formulated as the Fokker-Planck equation 



Filtering

•

• Estimate unknown X(t) using the observations y = { y(s) : 0 ≤ s ≤ t}.



We’ll cheat a bit and use Path integrals





The Filter



The Filter Equations


