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1.1 Jelly Beans 

• Joint Probability  - Prob{G; R} = 0.10, etc.

• Marginal Probability – Prob{G} = 0.30,  Prob{R} = 0.50

• Conditional Probability – Prob{G|R} = 0.20

• Are Colour & Texture independent variables?

• How could they be made so?



1.2 Probability Density Functions (PDFs)

• PDFs

• Joint PDFs



1.2 Probability Density Functions (PDFs)

• Marginal PDFs

• Conditional PDFs



1.2 Probability Density Functions (PDFs)

• Statistical Independence

• Consequence



1.3 Bayes Theorem



1.4 Estimation

• We have a variable, X, which is unknown (even its pdf!)

• We measure a second variable, Y, somehow dependent on  X.

• Wish to estimate X from the measurement of Y.

• Likelihood …



• But we want things the other way round! X is unknown, not Y!

• We need the marginal for X to use Bayes Theorem, but we don’t know it.

• Therefore we guess an a prior distribution for X:

• We then have the corresponding joint probability for X and Y :

• If we subsequently measure Y = y then we obtain the a posteriori distribution:



Example (Signal + Noise)

• Let X be the position of a particle. We measure

Y = X + σZ

where Z is a standard normal variable, called the “noise”, independent of X.

• The likelihood function is

•



Example (Parameter Estimation)

• Suppose we have a coin with an unknown probability, x, for heads. 

• We toss it three times and obtain the sequence  y = HHT. 

• The likelihood function is then



Choose a Prior

The a posteriori distribution has 

Mean 3/5

Mode 2/3



The a posteriori distribution has 

Mean 4/7

Mode 3/5



Example (Von Neumann’s Model for 
Quantum Measurement)
•

•

•







It is interesting to reconsider the problem in the 
Heisenberg picture!


