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Motivation

Why do we study Mean Field Games?

In the study of macro-economy, biology and finance, we are interested in
the equilibrium among a large number of small players.

Players are identical to each other

Players’ decisions are only influenced by their own positions and the
empirical distribution (µnt = 1

n

∑n
i=1 δX i

t
) of the whole population

A single player’s movement has no impact on the empirical dist.

As n→∞, the empirical dist. converges to the marginal dist.

µnt → L(Xt) =: pt
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Motivation

What is Mean Field Equilibrium?

A deterministic measure flow (pt)t≤T is a MFE if{
a∗ = argmaxaE

[ ∫ T
0 f (t,X a

t , pt , at)dt + g(X a
T , pT )

]
pt = L(X a∗

t )

The MFE can be characterized by the PDE system:{
∂tu + supa

(
ba∇u + 1

2 (σa)2∆u + f a
)

= 0, u(T , x) = g(x , pT )

∂tp = −∇(ba
∗
p) + 1

2 ∆
(
(σa

∗
)2p
)
, p0 = m0

The Fokker-Plank equation follows from Itô’s calculus.
Quite rich literature...
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Motivation

Something missing in the previous story...

In each n-player game, the number of players is fixed. Therefore, as the
limit of n-player equilibrium, the MFE also considers a population of
constant size. It can be a major constraint when we apply MFG to
economy (demography), biology (prey-predator) or finance (insurance).

We want a new model in which old players can vanish and new ones can
be born.

Introduce the MFG with branching !
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MFG with branching

Dynamics of population

For simplicity, we use linear-quadratic model for the presentation. Our
branching dynamics of population has following characteristics

Each player’s position follows a controlled diffusion

dX i
t = aitdt + dWt

Vanishing: The branching rate is denoted by function γ, i.e. given the
default time τi of Player i we have

Reproduction: While Player i vanishes, she gives birth to new players.
Denote by p` the probability of having ` offsprings. For simplicity,
assume the offsprings inherit her position when they are born.

Immigration ...
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MFG with branching

Selfish individuals

Different from optimal control of branching diffusions, here every
individual maximize her own objective function,

and her decision is
influenced by the empirical distribution of all players alive.

µt := 1
#Vt

∑
i∈Vt

δX i
t
, Vt := {i : X i alive at t}

where si is the birthday of Player i .
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MFG with branching

Mean field limit

ai ,∗ = argmaxaE
[ ∫ T

si
exp

(
−
∫ t

0 γ(s,X i
s )ds

)(
f (t,X i

t , µt)− 1
2a

2
t

)
dt
]

µt := 1
#Vt

∑
i∈Vt

δX i
t
, Vt := {i : X i alive at t}

Assume all players are decedents of the initial n players.

Let n→∞. We have

µnt −→
E
[∑

i∈Vt
δX i

t

]
E
[
#Vt

] =: pt is a probability measure.
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MFG with branching

MFE and PDE characterization

A deterministic measure flow (pt)t≤T is a MFE ifai ,∗ = argmaxaE
[ ∫ T

si
exp

(
−
∫ t

0 γ(s,X i
s )ds

)(
f (t,X i

t , pt)− 1
2a

2
t

)
dt
]

pt = E
[∑

i∈V ∗t δX i,∗
t

]/
E
[
#V ∗t

]

Similar to the classic MFE, it can be characterized by the PDE system{
∂tu + 1

2 ∆u + 1
2 |∇u|

2 + f (·, pt) −γu = 0, u(T , x) = g(x , pT )

∂tp = −div(p∇u) + 1
2 ∆p, p0 = m0

where λ = γ
∑

` `p` − γ. Observe that if λ does not depend on position,
then F-P eq. remains the same as the classic case.
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MFG with branching

Methodology - Schauder’s fixed point theorem

Similar analysis can be applied to find fix point of the PDE system.

Probabilistic approach (inspired by work of R. Carmona and D. Lacker)

A probability law of a branching tree P is a MFE ifV (t, x) = maxPEP
[ ∫ τi

si
f (s,Xs ,P)ds

∣∣∣si = t,Xsi = x
]

(∗)

P ∈ T s.t. V (si ,Xsi ) = EP
si

[ ∫ τi
si
f (s,Xs ,P)ds

]
on {si <∞} P-a.s.

T is the set of all admissible prob. described by martingale problems

if f depends on control process, we use relaxed formulation for (*)

? we prove the mapping P 7→ P is u.h.c. and has compact range, and
use Schauder’s fixed point theorem to prove the existence of MFE.
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A probability law of a branching tree P is a MFE ifV (t, x) = maxPEP
[ ∫ τi

si
f (s,Xs ,P)ds

∣∣∣si = t,Xsi = x
]

(∗)

P ∈ T s.t. V (si ,Xsi ) = EP
si

[ ∫ τi
si
f (s,Xs ,P)ds

]
on {si <∞} P-a.s.

T is the set of all admissible prob. described by martingale problems

if f depends on control process, we use relaxed formulation for (*)

? we prove the mapping P 7→ P is u.h.c. and has compact range, and
use Schauder’s fixed point theorem to prove the existence of MFE.
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MFG with branching

Thank you for your attention!
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