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Modeling textual and image data

Heterogeneous data — Joint representation ?

Our approach: vector of count data.

the dog is on the table
@ Text: BoW model, number of g
occurrences of each word, I EEDEHE B

are cat dog is now on table the

Object }—-{ Bag of ‘words’ \

@ Image: Visual codebook & quantization
— number of occurrences of each visual
word,

— text/image correspondance.
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Histology images

Benign
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Count data clustering

e Exploratory analysis: finding groups of medical samples (images +
texts) that make sense clinically, in an unsupervised way,

@ Topic modeling: a medical sample is a mixture of different topics,
e.g. benign lesion on a portion of a cancer image.

@ We propose a new model: The Mixture of multinomial PCA,

> Based on the Latent Dirichlet Allocation [Blei et al., 2003],

> New latent variable Yy: cluster membership of a document,
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Generative model for MMPCA

- Parameters : 7, 3 .
-Vg=1,...,Q, 64~ Dirg(a),

- Vd do : [~
0 Yy~ Mgp(l;m) ‘ ﬂ
@

@ Vn=1,...,Ny i
(@) Zan | {Yaqg = 1} ~ Mk (1; 6y)
(b) wan | {Zank =1} ~ Mv(1; Br)

Figure: Mixture of MPCA
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Inference

Complete log-likelihood :

logp(W, Y | §,m) = logp(W | Y, 0, 3) + logp(Y | 7)
(1)

Where:
(1) <= LDA on @ aggregated meta-documents w.r.t. ¥’

Problem: untractable posterior as in standard LDA. Solved by

@ Variational Inference:
R(0,Z [ 7,¢) =R(0[7) R(Z | ),
@ Lower bound (Classification ELBO) maximisation:
logp(W, Y | B,7m) > L(R(); m,8,Y).
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Classification-VEM

o Discrete optimisation in Y: QP solutions.

@ Branch&Bound like algorithm: joint inference and clustering.

@ Initialisation avec Y, 7, 3.

@ Soit d t.q. Yd(k) = q. Alors, Yq # g,

(a) Try swap : Yd(k) =q

(b) Temporary VE step : R4 = arg mng(R;ﬂ'(k),ﬂ(k),Y)

@ Choose best swap : ¢* = arg max [:(Rq‘;q;T(‘(k),ﬁw),Yi?,Yd(k) =q)
qe{l,...Q}

@ Update :

Y;k+1)

Rk+1)
(rk+D) | gDy —

k

*

q
Rgsqr
arg ?1%(&1%(’““), m, B, Y )

E+1
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Thanks for your attention.

All remarks and suggestions are more than
welcome !
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sources

Images: https://machinelearnings.co
http://people.csail.mit.edu/torralba/shortCourseRLOC/ : Slides ICCV 2005
https://www.mathworks.com/help/vision/ug/image-classification-with-bag-of-visual-words.html
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