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where $X \theta$ is the derivative of $\theta$ in the direction of the vector field $X$.
The condition $X \theta \leq 1$ means that $\theta$ cannot increase faster than time along an orbit.
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The positive answer to the question is contained in our work
An Urysohn-type theorem under a dynamical constraint, Journal of Modern Dynamics, 10 (2016) 331-338.
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A discrete path is a sequence $\left(x_{0}, \ldots, x_{n}\right)$, with $n \geq 1$. In fact, such a sequence is called a chain. We will stick to this terminology.
To measure the deviation of $\left(x_{0}, \ldots, x_{n}\right)$ from an orbit we introduce the action $A\left(x_{0}, \ldots, x_{n}\right)$ of $\left(x_{0}, \ldots, x_{n}\right)$ by
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We used the action $A$ to study Lyapunov functions, i.e. functions $\psi: X \rightarrow \mathbb{R}$ such that $\psi f \leq \psi$, or equivalently $\psi f-\psi \leq 0$. Since we want instead the condition $\psi f-\psi \leq 1$, we have to modify our action by throwing in the constant potential -1 .
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If we compare, $k / 2$ is therefore the mass. By increasing $k$, we are making the particle heavier without changing the potential energy $V=-1$
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If $\left(x_{0}, \ldots, x_{n}\right)$ is a chain with $x_{0}=x, x_{n}=y$, we define the chain $\left(x_{0}, x_{1}, \ldots, x_{n-1}, z\right)$ joining $x$ to $z$.

- $x_{0}=x{ }^{x_{1}}$
- $x_{0}=x$


We have
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\begin{aligned}
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& =\sum_{i=0}^{n-2}\left(k d\left(f\left(x_{i}\right), x_{i+1}\right)+1\right)+\left(k d\left(f\left(x_{n-1}\right), z\right)+1\right) \\
& =\sum_{i=0}^{n-1}\left(k d\left(f\left(x_{i}\right), x_{i+1}\right)+1\right)+\left[k d\left(f\left(x_{n-1}\right), z\right)-k d\left(f\left(x_{n-1}\right), y\right)\right] \\
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\end{aligned}
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Therefore we constructed a large family of equi-Lipschitz functions $\psi$ such that $\psi f-\psi \leq 1$. We should obtain the proof of the theorem by averaging them in a certain way. This is what we proceed to do.

## with a twist!

We will do an average not in the usual algebra $(+, \times)$ but instead in the algebra ( $\mathrm{min},+$ ) called also the idempotent algebra or the tropical algebra.
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But $x \in A$ and $m \leq n$. This contradicts the hypothesis $B \cap\left(\cup_{i=0}^{n} f^{i}(A)\right)=\emptyset$.

