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Let Ω,A, µ) be a probability space, T1, . . . ,Td commuting measure
preserving transformations.
For i = (i1 . . . , id ) we denote Ti = T i1

1 ◦ · · · ◦ T
id
d .

(Ti )i∈Zd is thus a Zd action on Ω,A, µ).
In the spaces Lp we denote

Ui f = f ◦ Ti .
For f measurable,

f ◦ Ti , i ∈ Zd

is thus a (strictly) stationary random field and any (strictly) stationary
random field can be represented in this way.

Suppose that there is a measurable function e on Ω such that e ◦ Ti are
independent (hence iid) and generate A. Then we say that the action is
Bernoulli and f ◦ Ti , i ∈ Zd , is a Bernoulli random field.
Notice that for d = 1 we get f = g(. . . , e−1, e, e1, . . . ) where ei are iid and
g : RZ → R is measurable. M.Rosenblatt posed a question whether each
strictly stationary process can be represented in this way; the answer is no.
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Let Fi ⊂ A, i ∈ Zd , be σ-algebras such that
Fi ⊂ Fj if for all 1 ≤ q ≤ d , iq ≤ jq,
Fi ∩ Fj = Fi∧j ,

E
(
E (f | Fi ) | Fj

)
= E (f | Fi∧j) for any integrable f .

Then we say that the filtration Fi , i ∈ Zd , is completely commuting.

Observation.
If the random field is Bernoulli
and for every j, Fj is generated by e ◦ Ti with iq ≤ jq, 1 ≤ q ≤ d,
then Fj , j ∈ Zd , is a completely commuting filtration.
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For random fields, unfortunately, martingale differences can be defined in
different ways (and we get different notions).

For a completely commuting filtration (Fj), a natural way is the following.

By ei ∈ Zd we denote the vector (0, ..., 1, ..., 0) having 1 on the i-th place
and 0 at all other places, 1 ≤ i ≤ d .

Then we say that f ◦ Ti are martingale differences if f is integrable and
F0-measurable, E (f | F−ei ) = 0 for all 1 ≤ i ≤ d .

A substantial problem is that (unlike in the one dimensional case) for a
field of L2 martingale differences the CLT might not take place.
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As noticed in a paper by Wang and Woodroofe, for a 2-dimensional
random field
Zi ,j = XiYj where Xi and Yj , i , j ∈ Z, are mutually independent N (0, 1)
random variables,
we get a convergence towards a non normal law.
The random field of Zi ,j can be represented by an ergodic action of Z2.

In the case of a Bernoulli random field the CLT is true, however.

An idea of a proof:

Suppose that f ◦ Ti are martingale differences.
For m ≥ 1, define Gm = σ{e ◦ Ti : −m ≤ iq ≤ 0, q = 1, . . . , d} and
fm = E (f | Gm).
Then ‖f − fm‖2 → 0 and fm ◦ Ti are martingale differences.
Then fm are m-dependent and their partial sums are close to the partial
sums of f .
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We can show a stronger result.

Theorem
Let f ∈ L2, be such that (f ◦ Ti )i is a field of martingale differences for a
completely commuting filtration Fi . If at least one of the transformations
Tei , 1 ≤ i ≤ d, is ergodic then the central limit theorem holds, i.e. for
n1, . . . , nd →∞ the distributions of

1
√n1 . . . nd

n1∑
i1=1
· · ·

nd∑
id =1

f ◦ T(i1,...,id )

weakly converge to N (0, σ2) where σ2 = ‖f ‖22.

This result allows us to think of martingale approximations.
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An idea of a proof:

For simplicity, suppose that d = 2.

Denote
Fu,v = 1√

v

v∑
j=1

Uu,j f , Xu,n,v = 1√
nFu,v .

Let us fix a positive integer m and for constants a1, . . . , am consider the
sums m∑

i=1
ai

v∑
j=1

Ui ,j f , v →∞.

Then (
∑m

i=1 aiUi ,j f )j , j = 1, 2, . . . , are martingale differences for the
filtration (F (2)

j ), F (2)
j = σ(∪{Fi1,i2 , : i2 ≤ j}), and by the central limit

theorem of Billingsley and Ibragimov (we can also use the McLeish’s
theorem)

1√
v

v∑
j=1

( m∑
i=1

aiUi ,j f
)

converge in law to N (0,
∑m

i=1 a2i ).
Dalibor Volný (UR) Random fields CIRM 2016 7 / 27



Notice that here we use the assumption of ergodicity of T0,1 and that with
respect to the σ-algebra (F (2)

j )j the convergence is quenched.
From this it follows that the random vectors (F1,v , . . . ,Fm,v )
converge in law to a vector (W1, . . . ,Wm)
of m mutually independent and N (0, 1) distributed random variables.

For a given ε > 0, if m = m(ε) is sufficiently big then we have

∥∥1− (1/m)
m∑

u=1
W 2

u
∥∥
1 < ε/2.

Using a truncation argument we can from the convergence in law of
(Fu,v , . . . ,Fm,v ) towards (W1, . . . ,Wm) deduce that for m = m(ε)
sufficiently big and v bigger than some v(m, ε),

∥∥∥1− 1
m

m∑
u=1

F 2
u,v

∥∥∥
1
< ε,

Fu,v = 1√
v
∑v

j=1 Uu,j f .
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From this we deduce that for v and N sufficiently large

∥∥∥1− 1
N

N∑
i=1

F 2
i ,v

∥∥∥
1

=
∥∥∥1− 1

Nv

N∑
i=1

( v∑
j=1

Ui ,j f
)2∥∥∥

1
< 2ε.

We use McLeish’s theorem again for(
(1/
√
v)
∑v

j=1 Ui ,j f
)

i
and get the CLT.

The CLT is quenched with respect to F0,0 hence we get a convergence to
a Brownian in finitely dimensional distributions.
Another proof of the finitely dimensional convergence has been recently
published by Cuny, Dedecker, and V. Tightness was proved by V. and
Wang.
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To get the conditions for martingale approximation let us define
orthonormal projections:
Denote by F (q)

l the σ-algebra generated by all Fi1,i2,...,id
with iq ≤ l (ij ∈ Z for 1 ≤ j ≤ d , j 6= q), 1 ≤ q ≤ d .

Similarly as in the one dimensional case we can define orthogonal
projection operators

Pj1,j2,...,jd onto
⋂

1≤q≤d
L2(F (q)

j1 )	 L2(F (q)
j1−1).
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First efforts to get an approximation are due to Gordin in 2009 who,
however, did not have a CLT for martingale differences.

In dimension d = 1, useful approximation is given by the
martingale-coboundary decomposition

f = m + g − g ◦ T

where m, g ∈ L2 and (m ◦ T i )i is a martingale difference sequence. This
was first used by Gordin in 1969.
For simplicity we’ll deal with the causal case only. Then a NSC for the
martingale-coboundary decomposition is the convergence of

∞∑
j=0

E (U j f |F0)

(in Lp; both martingale differences and the cobounding function are then
in Lp.)
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Gordin used a sufficient condition
∞∑

j=0
‖E (U j f |F0)‖2 <∞.

This condition was generalised to random fileds with completely
commuting filtration by El Machkouri and Giraudo.
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For d ≥ 2 the decomposition has the following form

f =
∑

S⊂{1,...,d}

∏
q∈Sc

(I − Uεq )gS

where gS ∈∈q S →
⋂
L2(F (q)

0 )	 L2(F (q)
−1 ),

S ⊂ {1, . . . , d},∏
q∈∅(I − Uεq ) is defined as I.

For d = 2 we get

f = m +
[
g1 − U1,0g1

]
+
[
g2 − U0,1g2

]
+
[
g − U1,0g − U0,1(g − U1,0g)

]
where m, g ∈ L2,
P0,0m = m,
g1 ∈ L2(F (2)

0 )	 L2(F (2)
−1 ),

g2 ∈ L2(F (1)
0 )	 L2(F (1)

−1 ).
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Theorem
The martingale-coboundary decomposition takes place if and only if

∞∑
j1=0
· · ·

∞∑
jd =0

∥∥ ∞∑
i1=j1
· · ·

∞∑
id =jd

P0,...,0Ui1,...,id f
∥∥2
2 <∞.

For d = 1 the condition was found (as sufficient) by C.C.Heyde.

The decomposition can take place in Lp spaces, p ≥ 2. There we have

Theorem
Let p ≥ 2. If ∑

i1
· · ·
∑
id

i21 i22 . . . i2d‖Pi1,i2,...,id f ‖2p <∞

then the martingale-coboundary decomposition in Lp takes place.
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As shown by Lesigne and Volný, for martingale differences one can prove
estimates of large deviations µ(Sn > n) of ordre n−p/2, if Sn is a partial
sum of uniformy Lp bounded martingale difference (no stationarity is
needed).

Remark that the martingale-coboundary decomposition can be proved for
non stationary processes, too:
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Let (Xi ), i ∈ Z, be a sequence of random variables, Xi ∈ Lp, and (Fi ) a
filtration. Suppose that all Xi are F∞-measurable and E (Xi |F−∞) = 0.

Then it is equivalent:

(i) There exist a sequence of martingale differences Yi ∈ Lp with the
filtration (Fi ) and random variables Ui ∈ Lp such that for all i ∈ Z

(1) Xi = Yi + Ui − Ui+1

and for all k ∈ Z, i →∞,

(2) E (Uk+i |Fk)→ 0, Uk−i − E (Uk−i |Fk)→ 0

in L1.
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(ii) For every k ∈ Z the sums

(3) Vk =
∞∑

i=0
E (Xk+i |Fk−1), Wk =

∞∑
i=1

[Xk−i − E (Xk−i |Fk−1)]

converge in L1 and the limits belong to Lp.

Moreover, if (1) and (3) take place then

Uk = Vk −Wk ,

Yk = Xk − (Vk −Wk) + (Vk+1 −Wk+1) =
∑
i∈Z

PkXk+i

where for an integrable function X,

PiX = E (X |Fi )− E (X |Fi−1), i ∈ Z.
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A classical condition implying CLT and weak invariance principle is the
Hannan’s condition. In dimension 1 it reads as∑

i
‖Pi f ‖2 <∞.

If the process is regular, it implies both CLT and WIP.

For random fields with completely commuting filtration we get

Theorem
Let (f ◦ Ti ) be a random field with completely commuting filtration,
f ∈ L2 and E (f | F (q)

−∞) = 0, q = 1, . . . , d. If∑
i∈Zd

‖Pi f ‖2 <∞

then the WIP takes place.
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To prove the theorem, we show that f can be approximated by
fm =

∑
i∈{−m,...,m}d Pi f

and to fm the martingale-coboundary decomposition can be applied.

The limit theorems can be proved for a more general summation.
Nevertheless, some assumptions on the Zd action are needed (everything
goes well if it is Bernoulli).

For the CLT, we get e.g. the convergence for SΓn/|Γn|
(Klicnarová, Wang, V.).
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The invariance principle can be defined for a summation over more general
sets as well.
If A is a collection of Borel subsets of [0, 1]d , define the smoothed partial
sum process {Sn(A) ; A ∈ A} by

Sn(A) =
∑

i∈{1,...,n}d

λ(nA ∩ Ri )Xi

where Ri =]i1 − 1, i1]× ...×]id − 1, id ] is the unit cube with upper corner
at i , λ is the Lebesgue measure on Rd .
We equip the collection A with the pseudo-metric ρ defined for any A,B
in A by

ρ(A,B) =
√
λ(A∆B).

To measure the size of A one considers the metric entropy: denote by
H(A, ρ, ε) the logarithm of the smallest number N(A, ρ, ε) of open balls
of radius ε with respect to ρ which form a covering of A. The function
H(A, ρ, .) is the entropy of the class A.
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Let C(A) be the space of continuous real functions on A, equipped with
the norm ‖.‖A defined by

‖f ‖A = supA∈A |f (A)|.
A standard Brownian motion indexed by A is a mean zero Gaussian
process W with sample paths in

C(A) and Cov(W (A),W (B)) = λ(A ∩ B).
Such a process exists if ∫ 1

0

√
H(A, ρ, ε) dε < +∞.

We say that the invariance principle or functional central limit theorem
(FCLT) holds if the sequence

{n−d/2Sn(A) ; A ∈ A}
converges in distribution to an A-indexed Brownian motion in the space
C(A).
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A key took in proving the theorems is the following inequality:

Denote ∆p =
∑

i∈Zd ‖Pi f ‖p, p ≥ 2. Then for any set of ai ∈ R

∥∥∥ ∑
i∈Zd

aiUi f
∥∥∥

p
≤ (p − 1)d/2

( ∑
i∈Zd

a2i
)1/2

∆p.

Dalibor Volný (UR) Random fields CIRM 2016 22 / 27



Another approach was used by El Machkouri, V. and Wu.
In 2005 Wei Biao Wu introduced "physical dependence measure" for one
dimensional stationary processes in Bernoulli dynamical systems.
This means that he considered processes of

Xi = g(. . . , ei−1, ei , ei+1, . . . )
where ei are iid and defined

X ∗i = g(. . . , ei−1, e∗i , ei+1, . . . )
where e∗i is an independent copy of ei .
We define

δi ,p = ‖Xi − X ∗i ‖p and ∆p =
∑

i δi ,p.
The notion was generalized to Zd Bernoulli random fields.
Then ∆2 <∞ implies WIP.
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Theorem
Let (Xi )i∈Zd be the stationary centered random field and let A be a
collection of regular Borel subsets of [0, 1]d . Assume that one of the
following condition holds:
(i) The collection A is a Vapnik-Chervonenkis class with index V and

there exists p > 2(V − 1) such that X0 belongs to Lp and
∆p :=

∑
i∈Zd δi ,p <∞.

(ii) There exists θ > 0 and 0 < q < 2 such that E [exp(θ|X0|β(q))] <∞
where β(q) = 2q/(2− q) and ∆ψβ(q) :=

∑
i∈Zd δi ,ψβ(q) <∞ and such

that the class A satisfies the condition∫ 1

0
(H(A, ρ, ε))1/q dε < +∞.

Then the sequence of processes {n−d/2Sn(A) ; A ∈ A} converges in
distribution in C(A) to σW where W is a standard Brownian motion
indexed by A and σ2 =

∑
k∈Zd E (X0Xk).
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∆p <∞ implies Hannan’s condition hence the V.-Wang’s result is
stronger in Lp spaces.
On the other hand, for variables with exponential moments and more
general summation the E-V-W method gives more.

For proving the invariance principles, a key inequality is∥∥∥∑
i∈Γ

Ui f
∥∥∥

p
≤
(
2p
∑
i∈Γ

a2i
)1/2

∆p

where ai ∈ R and Γ ⊂ Zd finite.
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