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Motivation

The problems of consistent estimation and consistent classification
were very popular and rather well studied.

In hypothesis testing the situation is more complicated. The
results have a disordered character.

In this talk we present some outlook to this problem
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Abstract

In the talk we discuss the links between different types of
consistency: point-wise consistency and usual consistency, uniform
consistency and strong consistency (discernibility).

On the base of these results the sufficient conditions and necessary
conditions for existence of consistent tests (in above mentioned
senses) are studied for a wide class of problems of hypotheses
testing

The main attention is focused on the necessary conditions.
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Previous Research

After the fundamental publications of Berger (1951), Kraft (1955),
Hoefding and Wolfowitz (1958) ,Le Cam and Schwartz (1960) the
most part of researches were directed on the the purposeful study
of consistency in special problems
– for hypothesis testing that the density has some properties:
unimodality, convexity, has a compact support, . . . (Donoho (1988)
and Devroye and Lugosi (2002)),
– for the problem of classification of probability measures on two
classes (Pfanzagl (1968), Kulkarni and Zeitouni (1995) and Dembo
and Peres (1994)),
– for semiparametric hypothesis testing on a sample mean
(Bahadur and Savage (1956), Cover (1973) and Dembo and Peres
(1994) and for a more complicated statistical functionals such as
Fisher information (Donoho (1988) and Devroye and Lugosi
(2002)),
– for strong consistency of probability measures of ergodic
processes (Nobel (2006)
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Basic technique

Let we have random observation X with pm P defined on
probability space (Ω,F) and let we want to test the hypothesis

H0 : P ∈ Θ0

versus alternative
H1 : P ∈ Θ1
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We define the test K (X ), 0 ≤ K (X ) ≤ 1 such that our decision is

H0 : P ∈ Θ0 with probability 1− K (X )

and
H1 : P ∈ Θ1 with probability K (X )

Probability errors equal

αP(K ) = EP [K ], P ∈ Θ0

and
βQ(K ) = EQ [1− K ], Q ∈ Θ1
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We can always define the test K (X ) ≡ α and get

αP(K ) + βQ(K ) = 1 for all P ∈ Θ0,Q ∈ Θ1

Thus it is of interest to search for the test K such that

αP(K ) + βQ(K ) < 1− δ, δ > 0 for all P ∈ Θ0,Q ∈ Θ1

or, other words, ∫
KdP +

∫
(1− K )dQ < 1− δ (1)

In this case we say that the hypotheses and alternatives are weakly
distinguishable.
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For any ϵ > 0 we can approximate the function K by simple
function

K0(x) =
k∑

i=1

ci1Ai
(x), x ∈ Ω

such that
|K (x)− K0(x)| < ϵ, x ∈ Ω.

Here {A1, . . . ,Ak} is a partition of Ω.
Therefore, by (1), we get

k∑
i=1

ci (P(Ai )− Q(Ai )) ≤ 2ϵ− δ (2)
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Proposition

The hypothesis H0 and alternative H1 are weakly distinguishable if
there is a partition A1, . . . ,Ak of Ω such that the sets

V0 = {v = (v1, . . . , vk) : v1 = P(A1), . . . , vk = P(Ak),P ∈ Θ0} ⊂ Rk

and

V1 = {v = (v1, . . . , vk) : v1 = Q(A1), . . . , vk = Q(Ak),Q ∈ Θ0} ⊂ Rk

have disjoint closures.

Thus the problem of distinguishability becomes a finite parametric
problem.
Le Cam (1973) has implemented similar reasoning implicitly for the
proof of exponential decay of type I and type II error probabilities.
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Lehmann and Romano Hypothesis Testing
Introduction to Ch. Goodness-of-fit Testing

”In fact, there is growing evidence such as the results of Janssen
(2000) that any test can achieve high asymptotic power against
local or contiguous alternative for at most a finite dimensional
parametric family. ”

Janssen has studied the problem of hypothesis testing on a mean
of normal vector and obtained some estimates of type one and
type two error probabilities.
Janssen, A. (2000). Global power function of goodness of fit tests.
Annals of Statistics, 28 239-253.
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Exponential decay of type I and Type II error probabilities

The proposition reduce the problem of hypotheses testing on
probability measure of i.i.d.r.v.’s to the problem of hypothesis
testing on multinomial distribution. Hence we get exponential
decay of type I and type II error probabilities (Schwartz (1965) and
Le Cam (1973)).

There is a sequence of tests Kn and constant n0 such that

α(Kn) ≤ exp{−cn} and β(Kn) ≤ exp{−cn} (3)

for all n > n0.

Proposition allows also to establish the links between different
types of consistency.
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Setup

Let we be given a sequence of statistical experiments
En = (Ωn,Bn,Pn) where (Ωn,Bn) is sample space with σ-fields of
Borel sets Bn and let Pn = {Pθ,n, θ ∈ Θ} be a sequence of
probability measures.

One needs to test a hypothesis H0 : θ ∈ Θ0 ⊂ Θ versus alternative
H1 : θ ∈ Θ1 ⊂ Θ.
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For any tests Kn denote αθ(Kn), θ ∈ Θ0, and βθ(Kn), θ ∈ Θ1, their
type I and type II error probabilities respectively.

Denote

α(Kn) = sup
θ∈Θ0

αθ(Kn) and β(Kn) = sup
θ∈Θ1

βθ(Kn).
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Point-wise Consistency and Consistency

Tests Kϵ are point-wise consistent (see Lehmann and Romano, van
der Vaart ), if

lim sup
n→∞

α(Kn, θ0) = 0, and lim sup
n→∞

β(Kn, θ1) = 0

for all θ0 ∈ Θ0 and θ1 ∈ Θ1.
Tests Kn, are consistent ( Lehmann and Romano, van der Vaart ),
if

lim sup
ϵ→0

α(Kn) = 0, and lim sup
ϵ→0

β(Kn, θ1) = 0

for all θ1 ∈ Θ1.
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Uniform Consistency

Tests Kn, α(Kn) < α, are uniformly consistent if

lim
n→∞

α(Kn) = 0 and lim
n→∞

β(Kn) = 0.

for all 0 < α < 1.
Hypothesis H0 and alternative H1 are called distinguishable (
Hoefding and Wolfowitz (1958)) if there is uniformly consistent
tests.

In i.i.d.r.v.’s case, implementing Proposition, we get that weak
distinguishability implies distinguishability ( Hoefding and
Wolfowitz (1958)).
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Strong Consistency

Tests Kn are called discernible ( Devroye, Lugosi (2002) and
Dembo, Peres (1994)) or strong consistent ( van der Vaart ) if

P(Kn = 1 for only finitely many n) = 1 for all P ∈ Θ0 (4)

and

P(Kn = 0 for only finitely many n) = 1 for all P ∈ Θ1. (5)

If there are discernible tests then hypotheses and alternatives are
called discernible
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Link of consistency and uniform consistency

Theorem There are consistent tests iff there are nested subsets
Θ1i ⊆ Θ1,i+1, 1 ≤ i ≤ ∞ such that

Θ1 = ∪∞
i=1Θ1i

and the set Θ0 of hypotheses and the set Θ1i of alternatives are
distinguishable for each i .

Proof. Let Ki be consistent sequence of tests. Let 0 < α, β < 1 be
such that α+ β < 1. For each i define the subsets
Θ′

1i = {P : β(Ki ,P) ≤ β, α(K ) < α,P ∈ Θ1}. The sets Θ0 and
Θ′

1i are weakly distinguishable and therefore they are
distinguishable. It is easy to show that the sets Θ0 and
Θ1i = ∪i

j=1Θ
′
1j are also distinguishable.
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The link of point-wise consistency and uniform consistency

There are point-wise consistent tests iff there are nested subsets
Θ0i ⊆ Θ0,i+1 and Θ1i ⊆ Θ1,i+1, 1 ≤ i ≤ ∞ such that

Θ0 = ∪∞
i=1Θ0i and Θ1 = ∪∞

i=1Θ1i ,

the sets Θ0i of hypotheses and Θ1i of alternatives are
distinguishable for each i .
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Hypothesis testing on a probability measure of independent
sample

Let X1, . . . ,Xn be i.i.d.r.v.’s on a probability space (Ω,B,P) where
B is σ-field of Borel sets on Hausdorff topological space Ω.
Denote Λ the set of all probability measures on (Ω,B).
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τ -topology

The coarsest topology in Λ providing the continuous mapping

P → P(A), P ∈ Λ

for all measurable sets A is called the τ -topology or the topology
of set-wise convergence on all Borel sets.
For any set A ⊂ Λ denote clτ (A) the closure of A in τ -topology.
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Compacts in τ -topology

If set Ψ is relatively compact in τ -topology, then, by Theorem 2.6
in Ganssler (1971), the set Ψ is equicontinuous and there exists
probability measure ν such that P << ν for all P ∈ Ψ.

This implies that for any δ > 0 there exists ϵ > 0 such that, if
ν(B) < ϵ,B ∈ B, then P(B) < δ for all P ∈ Ψ.

The set of densities F =
{
f : f = dP

dν ,P ∈ Ψ
}
is uniformly

integrable.
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Simple version of Le Cam and Schwartz Theorem (1960)

.
Let Θ0 and Θ1 be relatively compact in τ - topology. Then the
hypothesis H0 and alternative H1 are distinguishable iff

clτ (Θ0) ∩ clτ (Θ1) = ∅.

Remark. If Ω is a metric space and set Θ ⊂ Λ is relatively
compact in τ -topology then weak and τ -topologies coincide in Θ.
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The main problem in the proof of distinguishability is that the
partition in Proposition may exist only for Ωk , k > 1.
The proof of Theorem is based on the statement that the map
P → P ⊗ P,P ∈ Θ is continuous in τ - topology if Θ is relatively
compact. Hence, if there is a partition for Ω2 satisfying
Proposition statement then such a partition exists also for Ω.
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Example

Let ν is Lebesgue measure in (0, 1) and let we consider the
problem of hypothesis testing on a density f of probability measure
P. Let H0 : f (x) = 1, x ∈ (0, 1) and Θ1 = {f1, f2, . . .} with
fi (x) = 1 + sin(2πix), x ∈ (0, 1); i = 1, 2, . . ..

For any measurable set B ∈ B we have

lim
i→∞

∫
B
fi (x) dx =

∫
B
dx .

Therefore H0 and H1 are indistinguishable
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Theorem about consistency

i. Let Θ0 be relatively compact in the τΨ-topology. Then there are
consistent tests if Θ0 and Θ1 are contained respectively in disjoint
closed set and Fσ-set in the τΨ-topology.
ii. For the τ -topology, the converse holds if we suppose
additionally that Θ1 is contained in some σ-compact set.
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Theorem about pointwise consistency

i. There are pointwise consistent tests if Θ0 and Θ1 are contained
respectively in disjoint σ-compact set and Fσ- set in the
τΨ-topology.
ii. For the τ -topology, the converse holds if we suppose
additionally that Θ1 is contained in some σ-compact set.
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Hypothesis testing on a mean measure of Poisson random
process

Let we be given n independent realizations κ1, . . . , κn of Poisson
random process with mean measure P defined on Borel sets B of
Hausdorff space Ω. The problem is to test a hypothesis
H0 : P ∈ Θ0 ⊂ Θ versus H1 : P ∈ Θ1 ⊂ Θ where Θ is the set of all
measures P,P(Ω) < ∞.

The all obtained results on existence of different types of
consistent tests in i.i.d.r.v.’s model can be extended on this setup.
Only one Theorem is provided below.
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Theorem of Distinguishability

Let Θ0 and Θ1 be relatively compact in τ - topology. Then the
hypothesis H0 and alternative H1 are distinguishable iff

clτ (Θ0) ∩ clτ (Θ1) = ∅

.
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Hypothesis testing on a Gaussian measure

Let X1, . . . ,Xn be i.i.d. Gaussian random vectors in separable
Hilbert space H. Denote S = EX1 and let R be covariance
operator of X1.
The problem is to test the hypothesis S ∈ Θ0 ⊂ H versus
alternative S ∈ Θ1 ⊂ H.

Theorem
Let the sets Θ0 and Θ1 be relatively compact. Then the
hypothesis H0 and alternative H1 are distinguishable, iff the
closures of Θ0 and Θ1 are disjoint.
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Let Ψ be tight set of centered Gaussian measures (on tightness
criteria see Theorem 3.7.10 in Bogachev [?]). Denote Θ - the set
of their covariance operators. The problem is to test the
hypothesis H0 : R ∈ Θ0 ⊂ Θ versus alternative H1 : R ∈ Θ1 ⊂ Θ.
For i = 1, 2, define the sets Υi = {R1/2 : R ∈ Θi}.

Theorem
The hypothesis H0 and alternative H1 are distinguishable, iff the
closures of Υ0 and Υ1 in Hilbert - Schmidt norm are disjoint.
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Signal detection in L2

Suppose we observe a realization of stochastic process
Yϵ(t), t ∈ (0, 1), defined by the stochastic differential equation

dYϵ(t) = S(t)dt + ϵdw(t), ϵ > 0

where S ∈ L2(0, 1) is unknown signal and dw(t) is Gaussian white
noise.
We wish to test the hypothesis H0 : S ∈ Θ0 ⊂ L2(0, 1) versus
alternative H1 : S ∈ Θ1 ⊂ L2(0, 1).
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For any set Θ̄ ⊂ L2(0, 1) and any linear subspace Γ ⊂ L2(0, 1)
denote Θ̄Γ the projection of Θ̄ onto subspace Γ.

Theorem Let the sets Θ0 and Θ1 are bounded. Then the
hypothesis H0 and alternative H1 are distinguishable iff there exits
finite dimensional linear subspace Γ such that the closures of Θ0Γ

and Θ1Γ are disjoint.

Theorem implies that the bounded sets Θ0 and Θ1 are
distinguishable only if there are uniformly consistent tests
depending on a finite number of linear statistics∫

S1(t)dYϵ(t), . . . ,

∫
Sk(t)dYϵ(t)

with S1, . . . , Sk ∈ L2(0, 1).

In the abstract form the results are provided in terms of the weak
topology in L2(0, 1).
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Theorem

i. Let Θ0 and Θ1 be bounded sets in L2. Then H0 and H1 are
distinguishable iff Θ0 and Θ1 have disjoint closures.

ii. Let Θ0 be bounded set in L2. Then there are consistent tests iff
the sets Θ0 and Θ1 are contained in disjoint closed set and Fσ- set
respectively.

iii. There are point-wise consistent tests iff the sets Θ0 and Θ1 are
contained in disjoint Fσ-sets.
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Hypothesis testing on a solution of linear ill-posed problem

In Hilbert space H we wish to test a hypothesis on a vector
θ ∈ Θ ⊂ H from the observed Gaussian random vector

Y = Aθ + ϵξ.

Hereafter A : H → H is known operator and ξ is Gaussian random
vector having known covariance operator R : H → H and Eξ = 0.
For any operator U : H → H denote R(U) the rangespace of U.
Suppose that the nullspaces of A and R equal zero and
R(A) ⊂ R(R).
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Theorem

Let the operator R−1/2A be bounded. Then the following
statements hold for the weak topology in H.

i. Let Θ0 and Θ1 be bounded sets in H. Then H0 and H1 are
distinguishable iff Θ0 and Θ1 have disjoint closures.

ii. Let Θ0 be bounded set in H. Then there are consistent tests iff
the sets Θ0 and Θ1 are contained in disjoint closed set and Fσ- set
respectively.

iii. There are point-wise consistent tests iff the sets Θ0 and Θ1 are
contained in disjoint Fσ-sets.

Mikhail Ermakov St.Petersburg State University E-mail: erm2512@gmail.comOn Consistent Hypotheses Testing



Hypothesis testing on operator known with random error in
separable Hilbert space H

Let Θ be the set of all bounded linear operators H → H.
Let A ∈ Θ be unknown linear operator.
Let for any S ∈ H we observe random Gaussian vector

YS = AS + ϵξS

with EξS = 0 and E < ξS1 , ξS2 >=< S1, S2 >.
The problem is to test hypothesis H0 : A ∈ Θ0 versus H1 : A ∈ Θ1

with Θ0,Θ1 ⊂ Θ
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Theorem

In the following Theorem we consider the boundedness in
Hilbert-Schmidt norm and the results are provided in terms of
weak topology.

Theorem i. Let Θ0 and Θ1 be bounded sets . Then H0 and H1

are distinguishable iff Θ0 and Θ1 have disjoint closures.

ii. Let Θ0 be bounded set. Then there are consistent tests iff the
sets Θ0 and Θ1 are contained in disjoint closed set and Fσ- set
respectively.

iii. There are point-wise consistent tests iff the sets Θ0 and Θ1 are
contained in disjoint Fσ-sets.
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Hypothesis testing on a solution of deconvolution problem

Let we observe i.i.d.r.v.’s Z1, . . . ,Zn having density h(z), z ∈ R1

with respect to Lebesgue measure. It is known that
Zi = Xi + Yi , 1 ≤ i ≤ n where X1, . . . ,Xn and Y1, . . . ,Yn are
i.i.d.r.v.’s with densities f (x), x ∈ R1 and g(y), y ∈ R1

respectively. The density g is known.
Let P be the probability measure of f . The problem is to test the
hypothesis H0 : P ∈ Θ0 versus the alternative H1 : P ∈ Θ1 where
Θ0,Θ1 ⊂ Λ.
Suppose g ∈ L2(R

1).
Denote

ĝ(ω) =

∫ ∞

−∞
exp{iωx}g(y) dy , ω ∈ R1.

Define the sets Ψi = {f : f = dP/dx ,P ∈ Θi} with i = 0, 1.
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Theorem

Suppose the sets Θ0 and Θ1 are tight and the sets Ψ0 and Ψ1 are
bounded in L2(R

1). Let

essinfω∈(−a,a)|ĝ(ω)| ̸= 0

for all a > 0.

Then H0 and H1 are distinguishable iff the closures of sets Θ0 and
Θ1 are disjoint in the weak topology in L2(R

1).
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Hypothesis testing on a value of functional

The sets of alternatives described Le Cam –Schwartz Theorem are
very poor for nonparametric hypothesis testing. At the same time
all traditional nonparametric problems admits semiparametric
interpretation as the problems of hypothesis testing on a value of
functional T : Λ → R1

H0 : T (P) ∈ Θ0

versus
H1 : T (P) ∈ Θ1
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Semiparametric setup

If there exists compact set K ⊂ Λ in the τ -topology such that
T (K ) = [a, b], 0 ∈ a, b and T is continuous we can consider the
problem of hypothesis testing in the following form

H0 : P ∈ T (−1)(Θ0) ∩ K

versus
H1 : P ∈ T (−1)(Θ1) ∩ K

After that we can implement Le Cam - Schwartz Theorem.
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Example. Kolmogorov tests.

Let Ω = (0, 1) and let T (P) = maxx∈(0,1) |F (x)− x | where F (x) is
distribution function of probability measure P ∈ Λ. Define
probability measures Pu = P0 + uG , 0 < u < 1 where P0 is
Lebesgue measure and signed measure G has the density
dG/dP0(x) = −1 if x ∈ (0, 1/2) and dG/dP0(x) = −1 if
x ∈ (1/2, 1).
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Hypothesis testing for differentiable functionals

The problem is to test the hypothesis T (P) ∈ Θ0 ⊂ Rd ,P ∈ Λ
versus alternative H1 : T (P) ∈ Θ1 ⊂ Rd ,P ∈ Λ.
For any set A ⊂ Ψ denote cl(A) the closure of A in Rd .

Theorem i. Let Θ0 be bounded. Then the hypothesis H0 and
alternative H1 are distinguishable iff cl(Θ0) ∩ cl(Θ1) = ∅
for the functionals T satisfying the following type of
differentiability assumption.
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For each P ∈ Θ there are non-singular matrix D, signed measures
G1, . . . ,Gd and δ > 0 such that P +

∑d
i=1 uiGi ∈ Λ for all

u⃗ = (u1, . . . , ud) : |⃗u| < δ, δ > 0 and∣∣∣∣∣T
(
P +

d∑
i=1

uiGi

)
− T (P)− Du⃗

∣∣∣∣∣ = o(|⃗u|) (6)

as |⃗u| → 0.
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THANK YOU FOR YOUR ATTENTION
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