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)A(la

fn classical kernel estimator

, X, i.i.d. real random variables with unknown density f

fulw) = > Kl = X)

K () and K a given kernel
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Notation fj, := E[f] = Kp  f

Bias-variance decomposition:

Ellfr— fII* = Ifa = FI> +Ellfn — full> =~ 1fa— FI>+

| K|

\...ZE_._/
B2(h)

V(h)

Idea: estimator B2(h) of B2(h) and then

h = argmin {B%(h) + V(h)}
heH
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With high probability

o Ky — Ky|?
Ifo— furll® =~ Hfh—fh'H2+HhTh”
. A A Kn—K,/|?
< B2(h) = suppp {[| fn — fur|? — 1=Kty

~

o K — K |2
i~ Tl = 1 g+ 120 Kl
~ ~ ~ _ 2

= B2) = (o~ F P~ P

Tam
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H € RY finite subset of bandwiths

B2(h) = supyy<, [Ilfa = frll2 — pen(h)]
h = argmin {B2(h) + pen(h)}
heH
Actually:

» more general
> | fn = fulla — | fan — farll2 with fi, auxiliary estimators
(not important here)

Here Penalty="Majorant"= a Variance = a

1K1
nh
or @ = = = vac
|
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B(h) := max(supy <y, | fr

Inlls | f = full) = bias
Theorem

Assume that || f]|lco < 00 and K > 0 unimodal with mode 0, and
H C [n~,log™%(n)]. If pen(h) = a||K||3/(nh) with a > 1, then

2
Bl — 717 < Co(o)ig { 2200 + ol 22} o

But what if @ small? And how to choose a in practice?

Ccl: the method works well if ¢ > 1
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Minimal penalty

Theorem (L., Massart, 2016)

Assume that || f|lcc < 0o and K good chosen, and choose
H ={e™*, [2loglogn] <k < [logn|}. If pen(h) = al|K||3/(nh)
with a < 1, then 3C(f,a, K) > 0 s.t., for n large enough,

P(h > 3hmin) < C(logn)* exp(—(logn)*/C)
i.e. h < 3hmin with high probability. Consequently

fi—f1P>0

lim inf E|
n—oo

Ccl: the method fails if a < 1, risk explosion

u]
)
I
i
!
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Simulations

n =50000
T

T
—— Cauchy
Unif H
—+— Expo
—e— Mix2
~—+— Claw
—&— Histlrreg ||

Oracle constant Cy as a function of a, for 6 examples of density,

where Cy = o /e

ming, e || fn—f2
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[ssue of calibration

> visible explosion, and a,,; very close to the jump

> jump not always at a = 1

Not possible to choose a = 1 in practice
— best idea: to detect the jump @y, and then a = 1.1a;
but not comfortable : optimal to close to minimal...

Another method to separate optimal penalty from minimal penalty:

B(h) = suppzy, 1 = firll® = pemy ()| |
h = argmin {B2(R) + peny(h)}
heM
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Theorem (L., Massart, Rivoirard, work in progress)

If pen, (h, 1) = a|| K}, — Kj/||?/n and peny(h) = b||K}]||?/n then
» ifa > 1 and b > 0: oracle inequality

» if0<a<1andb<bey(a,K): b~ hpi

» if0<a<1andb>bei(a, K): oracle inequality
Csq: we can choose a small... and even a = 0!
< new method

B2(h) = swppy, [l = Fwll?] ~ 1 = Frusa?
h = argmin {B2(R) + peny(h)}
heH
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A new method for bandwidth selection (1/2)

h = argmin {||fh - fhmin * + pen(h)} J
heM

Heuristic 1:

n

A

fhmin(x):%ZKhmin(x_X — Z(Sx

— Bmin—0 T

= (Ffhs Froin) o th

ho~ argmin {||ful® = 2 002, fa(X0) + i
heH
penalized least-squares contrast
method of Lerasle-Magalhes-Reynaud (2015)
Link with regression: h = argmin {||fs — Y||2 + pen(h)}
heH =] 5 = DAy

|
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A new method for bandwidth selection (2/2)

h = argmin {||fh — fhmm||2 + pen(h)} J
heH
Heuristic 2:
N A Kh - Khmin 2
B0 % Fongol = Fo | = L= En
A~ N Kh 2 KhaKhmin K] min ’
~ 1= Fra 2 — I o _—
n n n

To minimize {B?(h) + b@} is equivalent to minimize

5 ; Ky, Kp,,, Kn|?
o Fruall 2 bl g T
pen(h)
or <& = £ z 9ac
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Minimal penalty

; ;s K, K K12
h = argmin {”fh —fhmm||2+2M - 1)II nll }
heH n n
Theorem 1 (L., Massart, Rivoirard, 2016)

Assume that || f|lco < 00 and || K|oo|| K ||17" < hiin < log™2(n)
and | fa,, — fI* = o(1)
Ifb <0, Vg >0, for n large enough,

h < C'(b) hmin with probability 1 —n=4
fi—fI*>o0

o =] = Dac
:

|
About bandwidth selection for density estimation 16/21

and then liminf,,_, E|




Introduction Calibration for GL method Method of comparison with the worse

000000 jelele] o)

Future works

Oracle inequality

~

N (TP Ky, K, Ky
h = argmin {||fh_fhmin||2+2<h—hmm>+(b_1)” nll }
heH n n

Theorem 2 (L., Massart, Rivoirard, 2016)

Assume || flco < 00 and hyin > || K||oo|| K ||1/n. Let € € (0,1).
Ifb >0, Yz > 0, with probability 1 — C1|H|e "

3

F_ 2 < NE 2 T [ lloo

fo = FIP = Co(b) min || fa — FII° + Coll fhmin = fI" + C3=— 1
b+e ifb>1

with Co(b) =< 1+ € ifb=1 < optimality

1/b+€¢ if0O<b<1
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» We just prove

2
b—0 pen. = o By Knpin) [ Kl
n n
K, Kh_,
b=1 pen, = 2£44E144ﬁ5252

n

minimal different from the optimal: good news for calibration
Examples: pen,,; = pen,;, * 2 for rectangular kernel
2
pen pt — penmln 2\/[1

for Gaussian kernel

» Simple to implement, less comparisons than for Lepski method
numerically faster (numerical experiments in progress...)
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» multivariate case

» further exploration of Goldenshluger-Lepski method

» other loss functions: Hellinger or L' loss (more appropriate for
densities)
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