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$\left\{\mathcal{H} \oplus \mathcal{K},\left(\Gamma_{1}, \Gamma_{0}\right),\left(\widetilde{\Gamma}_{1}, \widetilde{\Gamma}_{0}\right)\right\}$ is a boundary triple for the adjoint pair $A, \widetilde{A}$.
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## Theorem (Krě̆n-type formula)

- $C \in \mathcal{L}(\mathcal{K}, \mathcal{H}), \lambda \in \rho\left(A_{B}\right) \cap \rho\left(A_{C}\right)$. Then
$\left(A_{B}-\lambda\right)^{-1}=\left(A_{C}-\lambda\right)^{-1}-S_{\lambda, C}\left(I+(B-C) M_{B}(\lambda)\right)(C-B) \Gamma_{0}\left(A_{C}-\lambda\right)^{-1}$
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\left(A_{0}-\lambda\right)^{-1}=\left(A_{C}-\lambda\right)^{-1}-S_{\lambda, C}\left(I-C M_{0}(\lambda)\right) \Gamma_{1}\left(A_{C}-\lambda\right)^{-1} .
$$
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## Theorem

- Let $B \in \mathcal{L}(\mathcal{K}, \mathcal{H}), \mu \in \mathbb{C}$.
- Assume there exists $C \in \mathcal{L}(\mathcal{K}, \mathcal{H})$ such that $\mu \in \rho\left(A_{C}\right)$.

Then $\mu$ is isolated eigenvalue of finite algebraic multiplicity of $A_{B}$ iff $\mu$ is pole of finite multiplicity of $M_{B}(\cdot)$.
In this case, order of the pole of $R\left(\cdot, A_{B}\right)$ at $\mu$ is same as order of the pole of $M_{B}(\cdot)$ at $\mu$.
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Our results are of two types, concerning uniqueness and reconstruction. (e.g Borg Levinson compared with Gel'fand-Levitan type results)
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In the completely abstract case we need further information to recover $M_{B}$.
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## Theorem

Assume we know $\operatorname{Ran} S_{\lambda, B}$ and $\operatorname{Ran} \widetilde{S}_{\mu, B^{*}}$ for some $\lambda, \mu$ for the Hain-Lüst operator. Then the operator is not uniquely determined.

However in the case of the Friedrichs model (a first order integrable operator) where the closed range of the solution operator is known, it is determined.

## Reconstruction from two bordered resolvents

By allowing ourselves information from two bordered resolvents belonging to different boundary conditions, we obtain reconstruction procedures for the $M$-function.

## Reconstruction from two bordered resolvents

By allowing ourselves information from two bordered resolvents belonging to different boundary conditions, we obtain reconstruction procedures for the $M$-function.

## Theorem

Assume $\left.P_{\overline{\mathcal{S}}}\left(A_{B}-\lambda\right)^{-1}\right|_{\overline{\mathcal{S}}}$ and $\left.P_{\overline{\tilde{S}}}\left(A_{C}-\lambda\right)^{-1}\right|_{\overline{\mathcal{S}}}$ are known. In addition, assume that
(i) $\Gamma_{0}\left(A_{C}-\lambda\right)^{-1} \overline{\mathcal{S}}$ and $\widetilde{\Gamma}_{0}\left(A_{C}-\lambda\right)^{-*} \overline{\widetilde{\mathcal{S}}}$ are known,
(ii) $\Gamma_{0}\left(A_{C}-\lambda\right)^{-1} \overline{\mathcal{S}}$ is dense in $\mathcal{H}$ and $\widetilde{\Gamma}_{0}\left(A_{C}-\lambda\right)^{-*} \overline{\mathcal{S}}$ is dense in $\mathcal{K}$, (iii) $\operatorname{Ran}(B-C)$ is dense in $\mathcal{H}$ and $\operatorname{ker}(B-C)=\{0\}$.

Then $M_{B}(\lambda)$ can be recovered.

