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@ Setting

@® HV matrix characterization
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Matrix setting

Q4 - cone of symmetric, positive definite matrices n x n.
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Two distributions

Random matrix Y has Wishart distribution with parameters b > (r —1)/2
and ¥ € Q4 (Y ~W(b,%)) if it has the density

W(b,2)(dy) = Ci(det y)> =TI 2e=Ev 16 (y)dy.
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Two distributions

Random matrix Y has Wishart distribution with parameters b > (r —1)/2
and ¥ € Q4 (Y ~W(b,%)) if it has the density

W(b,2)(dy) = Ci(det y)> =TI 2e=Ev 16 (y)dy.

Random matrix X has Matrix-Kummer distribution with parameters
a>(r—1)/2,be R, ¥ € Qy (X ~ MK(a,b, X)) if it has the density

MK (a,b,)(dx) = Cy(det 2)* % (det(I, + 2))~@He D 1o (2)da.
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HV matrix characterization

Notation: o:

roy:= x1/2y331/2
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HV matrix characterization

Notation: o:

21/2

woy =a'yz'? £yox =y Pay'? 2 yeQ,

Theorem 1 (2017+)

Let X and Y be independent random matrices in Q01 with positive and
continuous densities.
Then

U=(1+X)"oYand V=[1+(1+X)toY]oX

are independent if and only if X ~ MK(a,b,ce) and Y ~ W(a + b, ce),

where a > (r —1)/2, b> (r—1)/2 —a, ¢ > 0.
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HV matrix characterization

Notation: o:

roy:= xl/anjl/Q #yox:yl/%yl/g, x,y €0y

Theorem 1 (2017+)

Let X and Y be independent random matrices in Q01 with positive and
continuous densities.
Then

U=(1+X)"oYand V=[1+(1+X)toY]oX
are independent if and only if X ~ MK(a,b,ce) and Y ~ W(a + b, ce),

where a > (r —1)/2, b> (r—1)/2 —a, ¢ > 0.
Moreover U ~ MK(a + b, —b,ce) and V ~ W(a, ce).

Note:
e U, Ve,
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HV matrix characterization—remarks

We have
U=(1+X)"toY, (1)

V=[L+(I,+X)'oY]oX. (2)
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HV matrix characterization—remarks

We have
U=(1+X)"toY, (1)

V=[L+(I,+X)'oY]oX. (2)

Note that
e X=[I,+U]'oV
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HV matrix characterization—remarks

We have
U=(1+X)"toY, (1)

V=[L+(I,+X)'oY]oX. (2)

Note that
e X=[I,+U]'oV

V =[I, + U] o X = [I, + U]*2X[1,, 4+ U]'/?

4
X =[I, + U Y2V, + U2 = [, + U] oV
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HV matrix characterization—remarks

We have
U=(1+X)"toY, (1)

V=[L+(I,+X)'oY]oX. (2)
Note that
e X=[I,+U]'oV

V =[I, + U] o X = [I, + U]*2X[1,, 4+ U]'/?

4
X =[I, + U Y2V, + U2 = [, + U] oV

e Y=(,+X)oU= (I, +[I,+U]'oV)oU.
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HV matrix characterization—remarks

Theorem 2 (2017+)

Let X and Y be independent random matrices in Q) with positive and
continuous densities.

ThenU = (I,+X) oY and V=[I,+ (I, +X)toY]oX are
independent if and only if X ~ MK(a,b,ce) and Y ~ W(a + b, ce),
where a > (r —1)/2,b> (r—1)/2—a, ¢ > 0.
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HV matrix characterization—remarks

Theorem 2 (2017+)

Let X and Y be independent random matrices in Q) with positive and
continuous densities.

ThenU = (I,+X) oY and V=[I,+ (I, +X)toY]oX are
independent if and only if X ~ MK(a,b,ce) and Y ~ W(a + b, ce),
where a > (r —1)/2,b> (r—1)/2—a, ¢ > 0.

""" Straightforward — just need to calculate Jacobian and do some
elementary transformations.
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HV matrix characterization—remarks

Theorem 2 (2017+)

Let X and Y be independent random matrices in Q) with positive and
continuous densities.

ThenU = (I,+X) oY and V=[I,+ (I, +X)toY]oX are
independent if and only if X ~ MK(a,b,ce) and Y ~ W(a + b, ce),
where a > (r —1)/2,b> (r—1)/2—a, ¢ > 0.

""" Straightforward — just need to calculate Jacobian and do some
elementary transformations.
"=" Straightforward — just solve functional equations

a(@) +b(y) = c((In+z) " oy) +d([In + (In +z) " oylox) z,y €y
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HV matrix characterization—remarks

Theorem 2 (2017+)

Let X and Y be independent random matrices in Q) with positive and
continuous densities.

ThenU = (I,+X) oY and V=[I,+ (I, +X)toY]oX are
independent if and only if X ~ MK(a,b,ce) and Y ~ W(a + b, ce),
where a > (r —1)/2,b> (r—1)/2—a, ¢ > 0.

""" Straightforward — just need to calculate Jacobian and do some
elementary transformations.
"=" Straightforward — just solve functional equations

a(@) +b(y) = c((In+z) " oy) +d([In + (In +z) " oylox) z,y €y

e use 1-dimensional theorem (P.,Wesotowski, 2016)
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e Details on arXiv:1706.09718, A. Piliszek, Independence
characterization for Wishart and Kummer matrices.
o A. Piliszek, J. Wesotowski, Kummer and gamma laws through

independences on trees—Another parallel with the Matsumoto—Yor
property. J. Multivar. Anal. 152 (2016), 15-27.
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Thank you!
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