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Geometric visual hallucinations

model describes the overall changes in arc shape and apparent
speed as it propagates across cortex; this behavior is generic for
weakly excitable media and can be mimicked by reaction-diffusion
models (Dahlem & Hadjikhani, 2009). A temporary scotoma
(blind region) is left in the wake of the fortification arc’s move-
ment. Mapping the serrated arcs to cortical coordinates reveals that
each serration covers about 1 mm of cortex and that the arc moves
at a constant and rather stately speed of 2–3 mm/min on cortex
(Grüsser, 1995; Lashley, 1941; Richards, 1971; Wilkinson, Fein-
del, & Grivell, 1999), requiring 20–25 min to traverse one entire
side of striate cortex.

Richards (1971) suggested that the angularity of fortifications
was consistent with activation of hexagonally packed orientation
hypercolumns as a trigger wave swept through them (see Figure 2).
The packing that Richards predicted is strikingly similar to the
cortical iso-orientation pinwheel organization ultimately revealed
by neuroanatomy (Bonhoeffer & Grinvald, 1991; Swindale, Mat-
subara, & Cynader, 1987). For other developments in fortification
models, see Dahlem, Engelman, Löwel, and Müller (2000); Reggia
and Montgomery (1996); and Schwartz (1980). When the psycho-
physics of migraine are compared to the topographical mapping
qualities of visual cortices, the likely cortical loci of migraine
percepts are Areas V1, V3a, and V8. Jagged arcs are consistent
with the orientation processing in V1, but there is no reason to
assume that other visual areas cannot be activated during migraine,
and if activated, there is no reason to assume that this activity
could not affect V1 via feedback. (Indeed, based on studies of
cortical spreading depression, the condition could spread over the
entire occipital lobe of the affected hemisphere but could have
difficulty crossing prominent fissures between cortical areas, like
the parieto-occipital sulcus.) Sacks (1995a) reported a range of
phenomena consistent with the activation of many sensory areas.
Interestingly, Hadjikhani et al. (2001) had a subject with an un-
usual exercise-induced aura—a drifting crescent-shaped cloud of
TV-like noise—shown by functional magnetic resonance imaging
(fMRI) to originate in V3a. (This percept resembled the twinkling
textures induced adjacent to a centrally viewed patch of TV noise;
Tyler & Hardage, 1998.) Hadjikhani et al. suggested that classic
fortification illusions may arise in V1 and color effects in V8.
Functional imaging also shows cortical thickening abnormalities in
areas V3a and MT of the brains of migraineurs, which is interest-
ing because MT is important in motion perception and migraineurs
are especially susceptible to visual motion-induced sickness
(Granziera, DaSilva, Snyder, Tuch, & Hadjikhani, 2006).

The slow movement of the fortification arcs suggests a
diffusive-triggering process. The closest physiological analogue to
the spread of a migraine fortification arc (and its accompanying
scotoma) is a wave of cortical spreading depression, triggered in
animal preparations by an infusion of potassium. The depression
aspect is a matter of temporal scale: Initially, the spreading wave
of extracellular potassium renders affected neurons briefly hyper-
excitable, but as potassium concentration increases, the neurons
become so depolarized that further action is suppressed for a
longer period. In humans, Wilkinson (2004) suggested that a
“wavefront of neural excitation operating on intrinsic cortical
networks is presumed to underlie the positive hallucinations and
the subsequent neuronal depression, the scotoma” (p. 308). Had-
jikhani et al. (2001) found eight aspects of fMRI imagery
during migraine corresponding to known aspects of cortical

Figure 1. Some characteristic elementary visual hallucinations. A–D: These
LSD flashbacks painted by Oster (1970) come in circular, radial and spiral
geometries, three of the most common percepts cataloged by Klüver (1966) for
many hallucinatory conditions. E: A proliferation of identical phosphenes (poly-
opia) induced by THC and arranged in a spiral geometry (Siegel & Jarvik, 1975).
F–G: Some more complicated lattice-like patterns produced by THC intoxication
(Siegel & Jarvik, 1975) and by binocular pressure on the eyes (Tyler, 1978). H:
Superposition of fortification patterns produced by migraine; actual patterns flash
and move across retina (Richards, 1971). Panels A–D from “Phosphenes,” by G.
Oster, 1970, Scientific American, 222(2), p. 82. Reprinted with permission. Copy-
right 1970 Scientific American, a division of Nature America, Inc. All rights
reserved. Panels E–F from “Drug-Induced Hallucinations in Animals and Man,”
by R. K. Siegel and M. E. Jarvik, in R. K. Siegel and L. J. West (Eds.),
Hallucinations (pp. 117 & unnumbered page [Color Plate 6] following p. 146),
1975, New York, NY: John Wiley & Sons. Copyright 1975 by John Wiley &
Sons. Reprinted with permission. Panel G from “Some New Entopic Phenomena,”
by C. W. Tyler, 1978, Vision Research, 18, p. 1637. Copyright 1978, with
permission from Elsevier. Panel H from “The Fortification Illusions of Migraines,”
by W. Richards, 1971, Scientific American, 224(5), p. 90. Copyright 1971 by W.
Richards. Reprinted with permission.
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Other types of visual hallucinations
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Retinotopy – Log-polar map

also show activity in the posterior fusiform gyrus, which is known
to contain concentrations of color sensitive neurons. Bexton et al.
(1954) recognized from the beginning that the hallucinations re-
ported for sensory deprivation were probably related to CBS
(although they did not use the term); they cited similar cases in the
nondemented elderly with conditions like cataract. ffytche (2008)
remarked that the percepts reported by his CBS patients resemble
flicker-induced hallucinations.

Geometric Hallucinations and Their Potential Neural
Correlates

Of the three kinds of elementary hallucinations, the geometric
hallucinations described by Klüver (1966) are of special interest
because they are ubiquitous in conditions that lead to any kind of
elementary hallucination and because these shapes connect di-
rectly to certain kinds of neural pattern-forming mechanisms.
Chief among these Klüver forms are lattice and cobweb-like
structures, fan shapes, concentric circles, spirals, and related three-
dimensional structures like tunnels and funnels. Siegel and Jarvik
(1975) proposed expanding Klüver’s categories to include charac-
teristic motions, but for our purposes, the actual forms are a good
starting point; these Klüver form constants are fodder for neural
theorists, and their characteristic motions and other dynamics
emerge naturally from the theoretical treatment of the forms.
Ermentrout and Cowan (1979) noted that spiral, fan-shaped, and
circular Klüver hallucinations (see Figure 1) are all perceptual
correlates of stripe patterns on visual cortex (see Figures 4 and 5).
This stems from the nonlinear neural mapping of retina to cortex
(see the Appendix): Parallel stripes of cortical activity are gener-
ated by viewing physical concentric circles, fan shapes, or spirals
(these cortical stripes are seen with functional imaging; see, e.g.,
Figure 5). Conversely, if stripes of activity autonomously form on
visual cortex, then their orientation on cortex determines the shape
of the resulting hallucination (Ermentrout & Cowan, 1979). Scroll-
ing of the cortical stripes yields rotation for fans/spirals and
inward/outward movement for concentric patterns. Rotation of the
stripes yields morphing between the percepts; a radial form can
twist into a spiral, which tightens until it is a set of concentric
circles. Kaleidoscopic changes between Klüver-like patterns are
seen under many conditions; Sacks (1995b) estimated that mor-
phological changes can occur about 10 times per second during
migraine. More than one set of stripe patterns can be generated at
a time. Superposition of simple cortical activity patterns models
more complicated lattice and cobweb hallucinations (Ermentrout
& Cowan, 1979). Competition between coevolving cortical stripe
patterns may be another route to changes in perceived form.

Related stripe-like patterns arise in nature: the parallel cylindri-
cal rolls of rising hot and falling cold fluid formed during fluid
convection, the intricate patterns on seashells, the spot-and-stripe
camouflage adorning many animal skins (see Figures 6, 7, and 8;
Bestehorn & Haken, 1991; Ermentrout, Campbell, & Oster, 1986;
Kondo & Miura, 2010; Meinhardt, 2003; Murray, 1988; Turing,
1952). Nothing dictates the point-by-point behavior of these
systems—self-organized patterns arise from nonlinear dynamic
interactions of many neighboring units. To explain autonomous
cortical stripe formation, Ermentrout and Cowan (1979) created an
excitatory–inhibitory neuronal network; under some conditions, if
excitation is uniformly increased above a critical level (either by

external stimuli or internal conditions), then this neuronal network
generates parallel stripes of cortical activity. The orientation of this
cortical pattern (and its perceptual correlate) is unpredictable and
can be unstable.

Basic Models of Self-Organized Hallucinatory Neural
Pattern Formation

Most models of cortical pattern formation build on the
Ermentrout-Cowan model, a member of the class of Wilson-
Cowan models used in a wide range of nonlinear dynamic neural
and perceptual problems (Ermentrout & Cowan, 1979; Wilson,
1999; Wilson & Cowan, 1973). Like other spontaneous pattern-
forming systems, there are two structural requirements: an asym-
metry between two interacting mechanisms and a diffusion-like

Figure 4. Mapping of retinal geometric patterns to cortical stripe pat-
terns. Physical geometry imaged on retina (left) is mapped nonlinearly onto
cortex (right), resulting in stripe patterns of neural activation on cortex.
Conversely, if oriented stripes of neural activity form on cortex, they
should evoke the corresponding hallucinatory percept on the left: the
Ermentrout and Cowan (1979) thesis. Some more complicated percepts
(e.g., polar webs, hexagonal lattices) can result from superposition of
different cortical stripe patterns. From “Neural Interactions Between
Flicker-Induced Self-Organized Visual Hallucinations and Physical Stim-
uli,” by V. A. Billock and B. H. Tsou, 2007, PNAS: Proceedings of the
National Academy of Sciences, USA, 104, p. 8491. Copyright 2007 Na-
tional Academy of Sciences, USA. Reprinted with permission.
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of a retinal point (xR, yR) ˆ (rR, ≥R), then z ˆ x ‡ iy
ˆ ln( rR exp‰i≥Rä) ˆ ln rR ‡ i≥R. Thus x ˆ ln rR, y ˆ ≥R.

(c) Form constants as spontaneous cortical patterns
Given that the retinocortical map is generated by the

complex logarithm (except near the fovea), it is easy to
calculate the action of the transformation on circles, rays,
and logarithmic spirals in the visual ¢eld. Circles of
constant rR in the visual ¢eld become vertical lines in V1,
whereas rays of constant ≥R become horizontal lines.
Interestingly, logarithmic spirals become oblique lines in
V1: the equation of such a spiral is just ≥R ˆ a ln rR

whence y ˆ ax under the action of zR ! z. Thus form
constants comprising circles, rays and logarithmic spirals
in the visual ¢eld correspond to stripes of neural activity
at various angles in V1. Figures 6 and 7 show the map
action on the funnel and spiral form constants shown in
¢gure 2.

A possible mechanism for the spontaneous formation of
stripes of neural activity under the action of hallucinogens
was originally proposed by Ermentrout & Cowan (1979).
They studied interacting populations of excitatory and
inhibitory neurons distributed within a two-dimensional
(2D) cortical sheet. Modelling the evolution of the system
in terms of a set of Wilson^Cowan equations (Wilson &
Cowan 1972, 1973) they showed how spatially periodic
activity patterns such as stripes can bifurcate from a
homogeneous low-activity state via a Turing-like
instability (Turing 1952). The model also supports the
formation of other periodic patterns such as hexagons
and squaresöunder the retinocortical map these

generate more complex hallucinations in the visual ¢eld
such as chequer-boards. Similar results are found in a
reduced single-population model provided that the inter-
actions are characterized by a mixture of short-range
excitation and long-range inhibition (the so-called
`Mexican hat distribution’).

(d) Orientation tuning in V1
The Ermentrout^Cowan theory of visual hallucinations

is over-simpli¢ed in the sense that V1 is represented as if it
were just a cortical retina. However, V1 cells do much
more than merely signalling position in the visual ¢eld:
most cortical cells signal the local orientation of a contrast
edge or baröthey are tuned to a particular local orienta-
tion (Hubel & Wiesel 1974a). The absence of orientation
representation in the Ermentrout^Cowan model means
that a number of the form constants cannot be generated
by the model, including lattice tunnels (¢gure 42), honey-
combs and certain chequer-boards (¢gure 1), and cobwebs
(¢gure 4). These hallucinations, except the chequer-
boards, are more accurately characterized as lattices of
locally orientated contours or edges rather than in terms of
contrasting regions of light and dark.

In recent years, much information has accumulated
about the distribution of orientation selective cells in V1,
and about their pattern of interconnection (Gilbert 1992).
Figure 8 shows a typical arrangement of such cells,
obtained via microelectrodes implanted in cat V1. The ¢rst
panel shows how orientation preferences rotate smoothly
over V1, so that approximately every 300 mm the same
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Figure 6. Action of the retinocortical map on the funnel form
constant. (a) Image in the visual ¢eld; (b) V1 map of the image.

(a)

(b)

Figure 7. Action of the retinocortical map on the spiral form
constant. (a) Image in the visual ¢eld; (b) V1 map of the image.



Visual hallucinations – Turing patterns in the visual cortex

J. Phys. A: Math. Theor. 45 (2012) 033001 Topical Review

Figure 32. Left: periodic planar patterns representing alternating regions of high and low activity
in V1. Right: corresponding hallucinatory images generated using the inverse retinotopic map.

(II )(I )

Figure 33. First row: (I) hexagonal and (II) square even-contoured V1 planforms. Second row:
corresponding visual field images.

ones) can be reproduced by mapping back into visual field coordinates the contoured (non-
contoured) planforms generated by the coupled hypercolumn model of section 5.4, as detailed
in [74]. Two examples of contoured V1 planforms and their associated visual images are
shown in figure 33.

The success of the coupled hypercolumn model in reproducing the various hallucination
form constants is quite striking. However, certain caution must be exercised since there is a
degree of ambiguity in how the cortical patterns should be interpreted. A working assumption
is that the basic visual hallucinations can be understood without the need to invoke higher-
order processing from extrastriate (higher-order) visual areas. Given this assumption, the
interpretation of non-contoured planforms is relatively straightforward, since to lowest order
in ρ the solutions are θ–independent and can thus be directly treated as activity patterns a(r)
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Different spatial scales: neuronal level

Neuron
Synapse

Question
Is it possible to gather neurons in order to form new elementary blocks on a
larger scale?
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Different spatial scales: cortical columns

Anatomical column. Buxhoeven 02.

Functional column. Kandel 00.



Different spatial scales

Type Spatial scale ] neurons Modeling scale
Neuron µm 1 Microscopic

Anatomical column 40µm 80-100 Microscopic
Functional column 200-400µm 2.5e3-1e4 Micro/Meso-scopic

Hypercolumn 1mm 2e4-1e5 Mesoscopic
Primary visual cortex (V1) 2cm 4e6 Macroscopic

Goal

How to model at a mesoscopic or macroscopic scale?
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Neural fields: key references

Neural Field Equation (NFE)

∂tV (x , t) = −V (x , t) +

∫
Ω

W (x , x ′)S(V (x ′, t))dx ′ + Iext(x , t)

I pioneer work: Wilson-Cowan 72, 73 and Amari 77,
I reviews: Ermentrout 98, Coombes 05 and Bressloff 12,
I rigorous derivation: Buice-Cowan 06-07, Bressloff 09, Touboul 12,

⌦•

•
•

•x

y

z

W (x, y)S(u(y, t))

W (x, z)S(u(z, t))



One population Ermentrout-Cowan model

We consider a 2D version of the neural field equation:

Neural field equation on the plane Ω = R2

∂tV (r, t) = −V (r, t) +

∫
R2

W (r | r′)S(µV (r′, t))dr′ (1)

I S given by a sigmoidal function
I V0 is a homogeneous solution,
I W (r | r′) = W (‖r − r′‖),
I W is invariant with respect to the Euclidean group E(2) (translation,

rotation and reflection) ⇒ equation (1) is E(2)-equivariant,
I µ is the bifurcation parameter of the problem (can be increased

pharmacologically)



Linear stability of the homogeneous state
Linearizing equation (1) about V0 by writing V (r, t) = V0 + U(r)eλt leads to

λU(r) = −U(r) + µS ′(V0)

∫
R2

W (‖r − r′‖)U(r′)r′ = LµU(r)

The continuous spectrum is generated by U(r) = e ik·r with dispersion relation

λ = λ(k) = −1 + µS ′(V0)Ŵ (k), k = ‖k‖.

Critical value for µ is at µc =
(
S ′(V0)Ŵ (kc )

)−1
.

J. Phys. A: Math. Theor. 45 (2012) 033001 Topical Review

w(r)

r

(a) λ(k)

k

kc

increasing µ

(b)

Figure 24. Neural basis of the Turing mechanism. (a) Mexican hat interaction function showing
short-range excitation and long-range inhibition. (b) Dispersion curves λ(k) = −1 + µŵ(k)
for Mexican hat function. If the excitability µ of the cortex is increased, the dispersion curve
is shifted upward leading to a Turing instability at a critical parameter µc = ŵ(kc)

−1 where
ŵ(kc) = [maxk{ŵ(k)}]. For µc < µ < ∞ the homogeneous fixed point is unstable.

cortical plane, that is, they are doubly-periodic with respect to some regular planar lattice
(square, rhomboid or hexagonal). This is a common property of pattern forming instabilities
in systems with Euclidean symmetry that are operating in the weakly nonlinear regime [157].
In the neural context, Euclidean symmetry reflects the invariance of synaptic interactions with
respect to rotations, translations and reflections in the cortical plane. The emerging patterns
spontaneously break Euclidean symmetry down to the discrete symmetry group of the lattice,
and this allows techniques from bifurcation theory to be used to analyze the selection and
stability of the patterns. The global position and orientation of the patterns are still arbitrary,
however, reflecting the hidden Euclidean symmetry.

Hence, suppose that we restrict the space of solutions (5.8) to that of doubly-periodic
functions corresponding to regular tilings of the plane. That is, p(r + !) = p(r) for all ! ∈ L
where L is a regular square, rhomboid or hexagonal lattice. The sum over n is now finite with
N = 2 (square, rhomboid) or N = 3 (hexagonal) and, depending on the boundary conditions,
various patterns of stripes or spots can be obtained as solutions. Amplitude equations for the
coefficients cn can then be obtained using perturbation methods [84]. However, their basic
structure can be determined from the underlying rotation and translation symmetries of the
network model. In the case of a square or rhombic lattice, we can take k1 = kc(1, 0) and
k2 = kc(cos ϕ, sin ϕ) such that (to cubic order)

dcn

dt
= cn

[
µ − µc − #0|cn|2 − 2#ϕ

∑

m$=n

|cm|2
]
, n = 1, 2, (5.9)

where #ϕ depends on the angle ϕ. In the case of a hexagonal lattice we can take
kn = kc(cos ϕn, sin ϕn) with ϕ1 = 0,ϕ2 = 2π/3,ϕ3 = 4π/3 such that

dcn

dt
= cn[µ − µc − #0|cn|2 − ηc∗

n−1c∗
n+1] − 2#ϕ2 cn

(
|cn−1|2 + |c2

n+1|
)
, (5.10)

where n = 1, 2, 3 (mod 3). These ordinary differential equations can then be analyzed to
determine which particular types of pattern are selected and to calculate their stability
[19, 20, 84]. The results can be summarized in a bifurcation diagram as illustrated in
figure 31(a) for the hexagonal lattice with h > 0 and 2#ϕ2 > #0.
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Restriction to doubly-periodic functions
Problem: at the bifurcation µ = µc , there is a full circle ‖k‖ = kc of neutrally
stable modes

⇒ infinite-dimensional center manifold

Solution: restrict the problem to doubly-periodic functions.
If `1, `2 are two linearly independent vectors of R2 and `i · kj = δi,j then

L = {m1`1 + m2`2 | (m1,m2) ∈ Z2} (lattice)
L∗ = {m1k1 + m2k2 | (m1,m2) ∈ Z2} (dual lattice)

Let D be the fundamental domain of the lattice, then on the following Banach
space X = {f ∈ L2(D) | f (r + `) = f (r),∀` ∈ L} ⊂ L2(D), the spectrum is
now discrete.

⇒ finite-dimensional center manifold

Name Holohedry Basis of L Basis of L∗

Hexagonal D6 `1 = ( 1√
3
, 1), `2 = ( 2√

3
, 0) k1 = (0, 1), k2 = (

√
3

2 ,− 1
2 )

Square D4 `1 = (1, 0), `2 = (0, 1) k1 = (1, 0), k2 = (0, 1)
Rhombic D2 `1 = (1,− cot θ), `2 = (0, cot θ) k1 = (1, 0), k2 = (cos θ, sin θ)
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Case studied: square lattice
General setting: the center manifold is now 4-dimensional and can be written

E0 =

{
U(r) =

2∑
j=1

zje2iπkj ·r + c.c | zj ∈ C, ‖kj‖ = 1

}
∼= C2

Symmetry: Γ = D4 n T2 is the new symmetry group for (1)

Group action:

Action of Γ on the plane:

{
ξ · r = Rξr rotation centered at 0 of angle π/2
κ · r = κr reflection of axis Ox
` · r = r + ` translation

For all γ ∈ Γ, the action on U ∈ X is γ · U(r) = U(γ−1 · r).

Action of Γ on E0:

{
ξ(z) = (z̄2, z1)
κ(z) = (z1, z̄2)
`(z) = (e−2iπm1z1, e−2iπm2z2) ` = m1`1 + m2`2



Symmetry-breaking bifurcation
Suppose that we have a differential system on a Banach space X of the form

dV
dt = LV + R(V , µ) = F(V , µ) on X

Assume that
I Γ is a compact group that acts linearly and F is Γ-equivariant,
I Γ acts absolutely irreducibly on E0 ⇒ DVF(V0, µ) = c(µ)Id ,
I L has 0 as an isolated eigenvalue with finite multiplicity at µ = µc .

Theorem (Equivariant Branching Lemma)
If H is an isotropy subgroup of Γ with dimFix(H) = 1 and if c ′(µc ) 6= 0, then it
exists a unique branch of solutions with symmetry H bifurcating off the branch
V = V0 at µ = µc .

I when H < Γ, the bifurcating solutions in Fix(H) have lower symmetry
than the basic solution V0. This effect is called spontaneous symmetry
breaking,

I references: Golubitsky-Schaeffer 85, Chossat-Lauterbach 00.
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Application to the square lattice

Checking the hypotheses:
I Γ = D4 n T2 is compact and acts linearly
I Γ acts absolutely irreducibly on E0 and c(µ) = µ−µc

µc

I L has 0 as an isolated eigenvalue of multiplicity 4.
Isotropy subgroups:

H Generators H Fix(H) dimFix(Σ) Name
D4 ξ, κ (1, 1) 1 Squares/Spots

O(2)× Z2 ξ2, κ, [0,m2] (1, 0) 1 Rolls/Stripes

Structure of the solutions: V (r) ' z1e2iπk1·r + z2e2iπk2·r + c.c

H = D4 V (r) ' 2z(cos(2πx) + cos(2πy)) z1 = z2 = z
H = O(2)× Z2 V (r) ' 2z cos(2πx) z1 = z, z2 = 0



Stripes or spots?
We use normal form theory to compute the reduced equations on E0{

ż1 = z1
[
µ−µc
µc

+ β|z1|2 + γ|z2|2
]

+ h.o.t
ż2 = z2

[
µ−µc
µc

+ β|z2|2 + γ|z1|2
]

+ h.o.t

Lemma
I Spot solution (1, 1) is stable if and only if β < −|γ| < 0.
I Stripe solution (1, 0) is stable if and only if γ < β < 0.

If s2 = S ′′(V0) and s3 = S ′′′(V0) then

β/µ
3
c Ŵkc = µc s2

2

[
Ŵ0

1− Ŵ0/Ŵkc

+
Ŵ2kc

2(1− Ŵ2kc /Ŵkc )

]
+

s3

2

γ/µ
3
c Ŵkc = µc s2

2

[
ŵ0

1− Ŵ0/Ŵkc

+ 2
Ŵk1,k2

1− Ŵk1,k2/Ŵkc

]
+ s3

240 Chapter 11. A model of V1 without feature-based connectivity

It is known from [Golubitsky 1984] that the normal form (11.13) has two types of

stationary solutions:

• the stripes (ei�1zf
1 , 0), (0, ei�2zf

1 ) with zf
1 =

q
�0��
�0�

and �1, �2 arbitrary,

• the spots (zf
1 ei�1 , zf

1 ei�2) with zf
1 =

q
�c��

�0(�+�) and �1, �2 arbitrary,

when I1 = I2 = 0. Note that when the stimulus is switched on, the stationary

solutions zf
1 , zf

2 of (11.13) are purely imaginary for the PO map ✓1. Hence there

is a finite number9 of cortical responses to a particular stimulus. In the case of no

input, " = 0, the spots are stable if and only if

� < �|�| < 0 (11.15)

whereas the stripes are stable if and only if

� < � < 0. (11.16)

It implies that the stripes and spots are mutually exclusive as stable patterns. We

have plotted in figure 11.4 the two conditions (11.15)-(11.16) as function of the

“threshold” T and the lateral extent of the local connectivity �loc. In all cases, it

requires the connectivity extent to be two to three times smaller than the

hypercolumn extent. This seems shorter than what is reported in the biology

(see chapter 1).
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Figure 11.4: Left, Middle: Plot of the coe�cients �, � of the D4-Pitchfork normal

form as function of the threshold T and the spatial extent of the local connectivity

�loc. Right: region in the parameter plane (T, �loc) where the spots or the stripes

are stable in the case " = 0.

Suppose that we have set the parameters such that the stripes are stable (for

example). We have seen that depending on the stimulus orientation, the external

9Like in the previous chapter, this number is bounded by 9 by Bezout theorem.



Concluding remarks

I geometric visual hallucinations can be explained simply by
symmetry-breaking bifurcation (like Turing patterns) on the visual cortex
abstracted by R2,

I can be extended to incorporate the functional architecture of the visual
cortex (R2 × S1), Bressloff et al 01, Bressloff-Cowan 02.
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This paper is concerned with a striking visual experience: that of seeing geometric visual hallucinations.
Hallucinatory images were classi¢ed by Klu« ver into four groups called form constants comprising
(i) gratings, lattices, fretworks, ¢ligrees, honeycombs and chequer-boards, (ii) cobwebs, (iii) tunnels,
funnels, alleys, cones and vessels, and (iv) spirals. This paper describes a mathematical investigation of
their origin based on the assumption that the patterns of connection between retina and striate cortex
(henceforth referred to as V1)öthe retinocortical map öand of neuronal circuits in V1, both local and
lateral, determine their geometry.

In the ¢rst part of the paper we show that form constants, when viewed in V1 coordinates, essentially
correspond to combinations of plane waves, the wavelengths of which are integral multiples of the width
of a human Hubel^Wiesel hypercolumn, ca. 1.33^2 mm. We next introduce a mathematical description of
the large- scale dynamics of V1 in terms of the continuum limit of a lattice of interconnected hyper-
columns, each of which itself comprises a number of interconnected iso-orientation columns. We then
show that the patterns of interconnection in V1 exhibit a very interesting symmetry, i.e. they are invariant
under the action of the planar Euclidean group E(2)öthe group of rigid motions in the planeö
rotations, re£ections and translations. What is novel is that the lateral connectivity of V1 is such that a
new group action is needed to represent its properties: by virtue of its anisotropy it is invariant with
respect to certain shifts and twists of the plane. It is this shift^twist invariance that generates new
representations of E(2). Assuming that the strength of lateral connections is weak compared with that of
local connections, we next calculate the eigenvalues and eigenfunctions of the cortical dynamics, using
Rayleigh^Schro« dinger perturbation theory. The result is that in the absence of lateral connections, the
eigenfunctions are degenerate, comprising both even and odd combinations of sinusoids in ¿, the cortical
label for orientation preference, and plane waves in r, the cortical position coordinate. `Switching-on’ the
lateral interactions breaks the degeneracy and either even or else odd eigenfunctions are selected. These
results can be shown to follow directly from the Euclidean symmetry we have imposed.

In the second part of the paper we study the nature of various even and odd combinations of eigen-
functions or planforms, the symmetries of which are such that they remain invariant under the particular
action of E(2) we have imposed. These symmetries correspond to certain subgroups of E(2), the so-called
axial subgroups. Axial subgroups are important in that the equivariant branching lemma indicates that
when a symmetrical dynamical system becomes unstable, new solutions emerge which have symmetries
corresponding to the axial subgroups of the underlying symmetry group. This is precisely the case studied
in this paper. Thus we study the various planforms that emerge when our model V1 dynamics become
unstable under the presumed action of hallucinogens or £ickering lights. We show that the planforms
correspond to the axial subgroups of E(2), under the shift^twist action. We then compute what such
planforms would look like in the visual ¢eld, given an extension of the retinocortical map to include its
action on local edges and contours. What is most interesting is that, given our interpretation of the
correspondence between V1 planforms and perceived patterns, the set of planforms generates represent-
atives of all the form constants. It is also noteworthy that the planforms derived from our continuum
model naturally divide V1 into what are called linear regions, in which the pattern has a near constant
orientation, reminiscent of the iso-orientation patches constructed via optical imaging. The boundaries of
such regions form fractures whose points of intersection correspond to the well-known p̀inwheels’.
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I can be extended to non-Euclidean geometry for texture perception
(Subject of my PhD Thesis).



@tu(x, t) = �u(x, t) +

Z

R
W (x � y)S(u(y, t))dy
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