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Research Problem

To classify a patient in term of whether he or she has a disease, based on
some diagnostic measurements, is an important problem of statistical
classification.
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Research Aim

The aim of our research is to study suitable methods for classifying a new
patient. Four classification methods for classification into two classes
have been studied. They are

Logistic regression

Classification tree

Bayes decision theory

The new confidence set method.
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Data

Two data sets which each observation was classified were used in each
methods.

The Fisher’s Iris data set

Two (three) classes with four measurements
Leave one out method for evaluation

A data set for classifying patients as normal or having cirrhosis

Two classes with 14 measurements on blood samples
Data was divided in to two group for construction and
evaluation
TME and SEN for evaluation criteria
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Evaluation Criteria

Total misclassification error (TME)

TME =
number of incorrect classified

N0 + N1

Sensitivity or true positive rate (SEN)

SEN =
number of correct classified in disease group

N1

where N0 is the total cases in normal group 0,
and N1 is the total cases in disease group 1
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Logistic Regression

Logistic Regression is a classification method using conditional probability
for predicting a new case. The dependent variable is the probability that
the case belongs to a particular group.

log
P(θ = 1|x)

1− P(Y = gr .1|x)
= βx ,

P(θ = 1|x) =
eβx

1 + eβx
,

where βx is a linear combination of the predictors.

Then the cut point is applied for classifying a new case.
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Classification Tree

Binary recursive partitioning
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Bayes Decision Theory

Classify a case using the highest posterior probability

P(θ = i |x) > P(θ = j |x), i , j = 0, 1 , i 6= j

Decision boundary

P(θ = 1|x∗) = P(θ = 0|x∗)
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The New Confidence Set Method

Theorem (Lehmann, 1986):

Let data X ∼ f (x ; θ) where θ ∈ Θ. For each θ0 ∈ Θ, let A(θ0) be an
acceptance set of size α for testing H0 : θ = θ0, that is,

Pθ0{X ∈ A(θ0)} ≥ 1− α.

For each X , we can construct C (X ) as

C (X ) = {θ0 : X ∈ A(θ0)} ⊆ Θ.

Then C (X ) is confidence set for θ of confidence level 1− α.
That is

P{θ ∈ C (x)} ≥ 1− α.
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The New Confidence Set Method: one measurement

Using the theorm, the confidence set for the true class can be constructed
for a new case X ∼ N(µ, σ2) by inverting the acceptance sets.

Given A(θ0) be an acceptance set for H0 : θ = 0,
and A(θ1) be an acceptance set for H0 : θ = 1.

The confidence set is

C (X ) = {θ = 0 or 1 : X ∈ A(θ)}
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The New Confidence Set Method: one measurement

C (X ) = {θ = 0 or 1 : X ∈ A(θ)}, C(X ) ∈ {{0}, {1}, {0, 1}, φ}
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The New Confidence Set Method: multiple measurements

We have X ∼ Np(µ,Σ). Given

A(θ0) =

{
X :

n0 − p

p(1 + 1/n0)
(X − x̄0)′A−10 (X − x̄0) < f 1−αp,n0−p

}
,

and

A(θ1) =

{
X :

n1 − p

p(1 + 1/n1)
(X − x̄1)′A−11 (X − x̄1) < f 1−αp,n1−p

}
.

The confidence set is C (X ) = {θ : X ∈ A(θ)}.

The possible confidence sets are {0}, {1}, {0, 1} and φ.
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Iris Data: The New Confidence Set Method

Predicted Class
θ = 0 θ = 1 φ

Observed θ = 0 47 0 3
Class θ = 1 0 48 2
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Cirrhosis Data: Logistic Regression
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Cirrhosis Data: Logistic Regression

TME Cut Point TME SEN
min 0.4005 0.1095 0.6329

<5% increased 0.2824 0.1141 0.6702
<10% increased 0.2332 0.1200 0.6951
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Cirrhosis Data: Classification Tree

19/24



Introduction
Methods

Result

Result: Iris Data
Result: Cirrhosis Data
Conclusion
References

Cirrhosis Data: Bayes Decision Theory

Predicted Class
θ = 0 θ = 1

Observed θ = 0 5813 364
Class θ = 1 738 869
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Cirrhosis Data: The New Confidence Set Method

Predicted Class
θ = 0 θ = 1 φ θ ∈ {0, 1}

Observed θ = 0 137 162 123 5755
Class θ = 1 3 308 56 1240
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Conclusion

Methods TME SEN
Logistic Regression 0.1141 0.6702
Classification Tree 0.1345 0.5135
Bayes Decision Theory 0.1416 0.5408
The New Confidence Set Method 0.0442 0.1917

Logistic regression is the best method for this data set.

The new confidence set method give the lowest and controllable
TME.
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Thank You for Your Attention

Any Questons?
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